
-■*■> "t 

AD 

GRANT NUMBER DAMD17-96-1-6283 

TITLE:  High Fidelity Electronic Display of Digital Mammographs 

PRINCIPAL INVESTIGATOR:  Michael J. Flynn, Ph.D. 

CONTRACTING ORGANIZATION:  Henry Ford Health Systems 
Detroit, MI  48202-2689 

REPORT DATE:  October 1998 

TYPE OF REPORT:  Final 

PREPARED FOR:  Commander 
U.S. Army Medical Research and Materiel Command 
Fort Detrick, Frederick, Maryland  21702-5012. 

DISTRIBUTION STATEMENT:  Approved for public release; 
distribution unlimited 

The views, opinions and/or findings contained in this report are 
those of the author(s) and should not be construed as an official 
Department of the Army position, policy or decision unless so 
designated by other documentation. 

Mmn m 
DUG QUALITY I2JSS5SS) 4 



REPORT DOCUMENTATION PAGE 
Form Approved 

OMB No. 0704-0188 

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, 
gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this 
collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson 
Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188), Washington, DC 20503. 

1. AGENCY USE ONLY (Leave blank) 2.   REPORT DATE 
October  1998 

3.  REPORT TYPE AND DATES COVERED 
Final   (3   Sep   96-2   Sep   98; 

4.  TITLE AND SUBTITLE 

High Fidelity Electronic Display of Digital Mammographs 

6. AUTHOR(S) 

Michael J. Flynn, Ph.D. 

5.  FUNDING NUMBERS 
DAMD17-96-1-6283 

7.  PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 

Henry Ford Health Systems 
Detroit, MI  48202-2689 

8.   PERFORMING ORGANIZATION 
REPORT NUMBER 

9.  SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 
Commander 
U.S.   Army Medical  Research and Materiel  Command 
Fort  Detrick,   Frederick,   Maryland    21702-5012 

10.  SPONSORING/MONITORING 
AGENCY REPORT NUMBER 

11. SUPPLEMENTARY NOTES 

12a.  DISTRIBUTION / AVAILABILITY STATEMENT 

Approved for public release; distribution unlimited 

12b.  DISTRIBUTION CODE 

13. ABSTRACT (Maximum 200 

We have investigated photoemissive structures which can achieve the required display performance of 
digital mammography. A design utilizing a thin glass faceplate supported by a glass microcapillary array 
was evaluated. The original objectives of this project was to model the performance of emissive structures 
and evaluate designs with high performance. 

With respect to performance modeling we have; 1) developed software to describe the electric field 
and the trajectories of electrons and used it to study the effect of the focusing plate electrode, 2) used 
electron/photon transport computations to characterize the electron backscattering from phosphor layers, 
and 3) developed a simulation code to study the luminance spread function of emissive structures and 
reported results for conventional CRT structures and for thin structures. 

With respect to the evaluation of potential designs we have; 1) constructed a vacuum subsystem and 
experimental chamber into which a cathode and emissive structure can be mounted, 2) designed, built and 
tested a unique cone shaped luminance probe that will measure spread function tails on actual emissive 
structures. 3) Identified electron charge deposition processes that limit the utility of the originally proposed 
method using microcapillary designs. — 

14. SUBJECT TERMS Breast  Cancer 

Mammography Display 

15. NUMBER OF PAGES 

379 
16. PRICE CODE 

17.  SECURITY CLASSIFICATION 
OF REPORT 

unclassified 

18.  SECURITY CLASSIFICATION 
OF THIS PAGE 

Unclassified 

19. SECURITY CLASSIFICATION 
OF ABSTRACT 

Unclassified 

20. LIMITATION OF ABSTRACT 

Unlimited 
NSN 7540-01-280-5500 Standard Form 298 (Rev. 2-89) 

Prescribed by ANSI Std. Z39-18 
298-102 



FOREWORD 

Opinions, interpretations, conclusions and recommendations are 
those of the author and are not necessarily endorsed by the U.S. 
Army. 

/ Where copyrighted material is quoted, permission has been 
obtained to use such material. 

/ Where material from documents designated for limited 
distribution is quoted, permission has been obtained to use the 
material. 

v     Citations of commercial organizations and trade names in 
this report do not constitute an official Department of Army 
endorsement or approval of the products or services of these 
organizations. 

it In conducting research using animals, the investigator(s) 
adhered to the "Guide for the Care and Use of Laboratory 
Animals," prepared by the Committee on Care and use of Laboratory 
Animals of the Institute of Laboratory Resources, national 
Research Council (NIH Publication No. 86-23, Revised 1985). 

tk For the protection of human subjects, the investigator(s) 
adhered to policies of applicable Federal Law 45 CFR 46. 

\/  In conducting research utilizing recombinant DNA technology. 
the investigator(s) adhered to current guidelines promulgated by 
the National Institutes of Health. 

v    In the conduct of research utilizing recombinant DNA, the 
investigator(s) adhered to the NIH Guidelines for Research 
Involving Recombinant DNA Molecules. 

*     In the conduct of research involving hazardous organisms, 
the investigator(s) adhered to the CDC-NIH Guide for Biosafety in 
Microbiological and Biomedical Laboratories. 



Table of Contents 

• Pg. 1 - Introduction 

• Pg. 3 - Body: Final Report 

• Pg. 10- Conclusions 

• Pg. 11- References 

• Pg. 12- Appendix A, Bibliography of articles published 

• Pg. 15- Appendix B, Copies of articles published 



1    INTRODUCTION 

This project involved the development of methods for "High Fidelity Elec- 
tronic Display of Digital Mammographs". Cathodolumescent medical image 
displays were considered including specialized cathode ray tubes and flat 
panel displays using cold cathode emitters and microvacuum cells (fig. 1). 
For field emitter display devices, a small cathode generates a regulated pulse 
of electrons which is accelerated across a vacuum gap to a photoemissive 
layer. The focus of the project was on the visual performance of the photoe- 
missive layer. 
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Figure 1: Photoemissive emissive structure model. 

The objective of the project was to establish that advanced designs for the 
emissive structure of cathodoluminescent display devices can achieve the per- 
formance required for viewing computer images obtained from digital mam- 
mography systems. Conventional CRT devices are not capable of meeting the 
stringent display requirements of medical mammography because of the thick 
glass in the emissive structure. MicroChannel photoemissive assemblies were 
investigated to determine if the needed display performance can be achieved. 

In most display devices, image degradation can be traced to processes 
associated with the transport of light from the point of generation and to 
the optical properties of the emission surface. Transilluminated film, one of 
the highest fidelity display devices available, modulates the light intensity 
by diffusion in the layer of dense silver grains in the emulsion. This layer is 



at the outer surface and separated only by a thin overcoat from the surface. 
Consequently, there is little lateral transport of light which would degrade 
contrast or resolution. Additionally, the overcoat has a rough surface causing 
diffuse scatter of ambient light and minimal surface glare. 

A photoemissive assembly which generates light very near the surface and 
with a rough outer surface might produce the same high fidelity as obtained 
with transilluminated film. The general approach considered on this project 
involves the use of a glass microchannel plate with an overall thickness of 2 
to 3 mm. As illustrated in fig. 1, electrons from the cathode elements are 
directed into the microchannels to a thin phosphor layer deposited on glass 
with a thickness of about 100 microns, i.e. similar to that of the cover plates 
used in conventional microscope slides. Structural rigidity is provided by the 
microchannel plate. 



2    Body: Final Report 

This project involved four technical objectives: 

• Model electron trajectories in the display device. 

• Model electron energy deposition in the emissive structure. 

• Model light transport in the emissive structure. 

• Compare experimental results with model calculations. 

Successful results were obtained for the first three objectives. Difficulties 
in electron transport were identified as a part of objective 1 which prohibited 
successful testing as a part of objective 4. The specific results are reported 
in the following for each of these objectives. 

2.1    Photoemissive performance modeling 

The first three technical objectives involved the performance modeling of the 
the proposed emissive structure assembly. The simulation of device perfor- 
mance relates to 3 different aspects which differ both in the physical processes 
as well as in the applied methods: 

• Predicting electron trajectories in the vacuum cell, 

• Predicting electron energy deposition in the emissive layers, and 

• Simulation of the light transport processes in the emissive structure. 

For each aspect of performance modeling we describe in the following, 
the advancements and developments and results made during this project 
that contributed to obtaining significant insight on the performance of the 
proposed emissive structure design. 



2.1.1    Modeling electron trajectories in vacuum cells 

Methods 

To study the effect of the capillary array on the electron trajectories, we 
developed a simulation code (ELECTRA) that computes the solution to the 
Poisson's equation using a finite-difference approach and an over-relaxation 
technique. For the analysis of the impact of the capillary structure, the 
full 3D solution may be obtained using a cylindrical coordinate system, by 
aligning the axis of symmetry with the axis of the capillary tube, when 
appropriate boundary conditions are used. 

An important aspect of computing potential solutions in vacuum cells 
for the simulation of electron trajectories is the use of an appropriate mesh 
size. Large array sizes provide accuracy while increasing the computing time 
in a non-linear fashion with respect to array dimensions. To achieve good 
solutions for the electric potential, we implemented a 3-stage computation 
scheme (low-resolution, medium-resolution, and high-resolution). By com- 
puting the solution at each step, and using a bicubic spline technique to 
interpolate the expanded solution, we were able to significantly reduced the 
computing time for a given solution, and obtain convergence much faster. 

* 

Figure 2: Isocontour plot for a region close to the focusing plate. 

To determine when the iteration has converged to an acceptable solution, 
the residual at a given point in the solution array is reported. Typical values 
of 10~3 have shown to be acceptable criteria for the studied cases. 



0 0.005 0.01 0.015 0.02 0.025 
z{cm) 

0.03 0.035 

Figure 3: Electron trajectories generated with ELECTRA for a region close 
to the focusing plate. 

The program generates electron trajectories using the Burlish-Stoer method 
to solve the equation of motion with adaptable time steps. [8] The results are 
presented in isocontour plots and trajectory data files (fig. 2 and 3). 

Results 
We applied ELECTRA to study the effect of the focusing plate electrode 

for the proposed design. For a 3 mm thick structure, a 1 mm thick micro- 
capillary array with a 1 kV total acceleration voltage and focusing metal 
electrode at Vf was considered. The metal electrode enters the channel up 
to a diameter length, i.e. 50 pom. Electrons are assumed to be emitted from 
the cathode forming a parallel extended beam for normal incidence into the 
microcapillary array. This can be achieved with an emitting surface such as 
a field emitter cathode structure, or with a point emitter and appropriate 
electron optics components. The goal is to adjust Vf in order to alter the tra- 
jectories to direct the electrons into the tubes, while minimizing the impacts 
on the focusing electrode plate and on lateral tube walls (see next section for 
a discussion on secondary electron emission). 

Problems encountered 
A potential problem with the approach being used involves the charging 

of insulators in vacuum under electron bombardment which has been studied 



by several authors. [6, 5, 1] When an energetic electron hits an insulator, 
multiple secondary electrons are generated. A fraction of them are directed 
back into the vacuum. This fraction is called "true" secondary electron emis- 
sion. Energetic backscattered electrons can travel significant distances away 
from the initial landing site. The low-energy electrons however, can in some 
scenarios, be directed back against the surface, creating charge accumulation 
in the superficial layers of the insulator material. This surface charge density 
in turn changes the local electric fields, up to a point where a self-sustaining 
equilibrium is achieved. In this case, a secondary electron emission of 1 is re- 
quired. When electric fields are parallel to the insulator surface, a net current 
can be observed which is explained by a hopping transport mechanism. [7] 

Inside capillaries, the electric field is normally oriented parallel to the 
insulator surface. Two different electron paths are useful to consider. In 
the first, an energetic electron may hit directly the interior wall of the tube, 
before reaching the phosphor layer. Such an event will generate multiple 
less energetic secondary electrons that will eventually reach the anode. This 
condition is not favorable to an efficient electron energy to luminescence con- 
version, and thus its occurrence has to be minimized by using an appropriate 
voltage Vf. The second case relates to the backscattered electrons coming 
from the phosphor material that may hit the surfaces of the tube. In this case, 
the wide range of electron energies and angles of interaction will determine 
the ability of the system to reach the equilibrium point. 

Similar scenarios are encountered in other technologies related to emis- 
sive displays. For instance, Micron Display Technologies, Inc. has recently 
reported the use of high aspect ratio glass posts for spacing the cathode 
structure from the anode layers. [3] The use of a thin resistive layer coated 
onto the inner walls of the tubes may constitute a solution to this problem, 
although a mechanism for controlling the resistivity of a thin layer, as well 
as a suitable coating technique have not been disclosed. 

This problem was not recognized at the beginning of this project. The 
solution to the problem is likely to involve complex thin film surface coatings 
and is difficult to incorporate into simulation models. 

2.1.2    Electron energy deposition modeling 

Glare from backscattered electrons 



Our laboratory previously developed an electron/photon transport code, 
SKEPTIC [4, 9], specifically intended to model low energy electron transport. 
We have used SKEPTIC to characterize the electron backscattering from the 
phosphor layer of an emissive structure. In CRT devices, the backscattered 
component that returns into the vacuum, may hit the phosphor layer at sig- 
nificant distances from the original landing site, and generate a diffuse signal. 
We have completed computations to document the effect of this backscat- 
tering on image glare. For this, we used actual layer material specifications 
including the aluminum conductive film on top of the phosphor grains, and 
the conductive coatings on the inside of the tube. We have used a typical 
broad band ZnO:Zn phosphor for the simulations. Preliminary results show 
that the tails of the line-spread function for incidence at the center will not 
affect significantly the image quality of the displayed data (fig. 4). However, 
in color CRTs, grille apertures or shadow masks may interfere the backscat- 
tered electrons and generate a more important and local degradation effect. 

10 12 

Figure 4: Line-spread function of backscattered electron diffuse signal for a 
typical monochrome CRT. 

2.1.3    Modeling of light transport in emissive structures 

We have developed a Monte Carlo simulation code (DETECT-II) to study 
the luminance spread functions of emissive structures. The unique features 
of the code, as well as the results for typical CRT and flat emissive display 
structures have been reported. [2]. 

In addition, simulation of degradation of image quality by glare using 2D 
Fast Fourier Transform over large image arrays (2048 x 2048) was performed. 
The application of this method to digital radiographs was described recently. 



[2] We refer to the proceeding papers which are attached as appendices for a 
complete description of these methods and results. 

Figure 5: Test device assembly for testing photoemissive emissive structure. 

2.2    experimental validation of simulation results 

Following the original project plan, an experimental system was assembled 
to test emissive structures with an electron beam. The following describes 
this test system. Because of the secondary electron problem described above, 
successful experimental operation of a microcapillary emissive structure was 
not achieved. 

During the project, it was found that existing devices to measure veiling 
glare in emissive structures would not provide the performance needed to 
evaluate high fidelity display devices. A specialized probe was designed and 
built. The performance of this probe has now been documented and it has 
been used to evaluate glare is CRT devices as well as new flat panel devices. 

2.2.1    Experimental test system 

The test system for emissive structures being built consists of a vacuum 
chamber with a cathode at one end and an emissive structure installed at the 
other end. Individual phosphors plates may be tested by placing a pattern on 
the back surface of the emissive structure to enable measurement of resolution 

8 



and glare. Used in the manner, the cathode needs only to produce a uniform 
beam of electrons with no dynamic pattern. 

The the vacuum system has been completed all components are now 
installed in our laboratory. This includes a low vacuum mechanical pump, a 
high vacuum turbopump, high and low vacuum gauges, and an experimental 
chamber. The configuration of the subsystem is detailed in an attached 
appendix. 

2.2.2    Glare performance measurements 

Measurements of glare, particularly for systems with low glare, requires mea- 
surement systems which do not contribute to the observed glare. The mea- 
surements we proposed were to all be done with a CCD observation system. 
The lens used to couple the image to the sensor was found to have flare 
which prevented the evaluation of glare The CCD was found to be adequate 
to characterize resolution and noise. For glare measurements we designed 
an optical probe for use with a laboratory photometer. The cone shaped 
luminance probe has been used to measure luminance spread function tails 
of actual emissive structures both in the test sytem and conventional display 
devices (fig. 6). 

detector 

photopiofilter y 

1cm H  h 

entrance aperture 

Figure 6: Cone-shaped probe for glare measurements. 



3    CONCLUSIONS 

During this project, we have developed practical simulation tools to char- 
acterize electron and optical transport in emissive structures. By using the 
simulation tools, we have advanced our understanding of the degrading effects 
of the luminance spread in thick emissive structures. The original concept 
of a capillary emissive microstructure was found to have significant problems 
with respect to secondary electron accumulation and a successful test was 
not accomplished. The reasons for this problem are understood. As a part of 
the project, new methods were developed to measure glare which have been 
reported in journal publications and used to characterize the glare of various 
medical imaging systems. 

The use of FED display devices for medical applications including mam- 
mography remains of interest because of the attractive emissive distribution 
and potential for high brightness. However, manufacturing problems involv- 
ing microvacuum integrity, electron focusing, stability, and brightness con- 
troll have continued to be problematic. The seriousness of these problems 
has caused us to pursue other approaches for mammography as a part of our 
future research. Specifically, organic light emitting displays using thin film 
layers coated on TFT structures are now being studied. The light transport 
modeling developed on this project is specifically being applied to studies the 
light emission distributions from these devices. 

10 
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Introduction 

Breast cancer is the most commonly diagnosed cancer 
and the second leading cause of cancer deaths among 
American women.  Today, one in eight women in 
this country will develop breast cancer.   In spite of 
extensive research in breast cancer prevention and 
treatment, early detection of breast cancer through 
imaging remains the best hope that women currently 
have for effective treatment and reduced mortality. 
Conventional X-ray mammography, a mature 
technology providing high quality images at low 
radiation dose, has been shown to reduce mortality of 
breast cancer by about 30% in women older than 50 
years of age and by about 17% in younger women. 
However, recent data indicate that many women have 
radiodense breast tissue, making conventional 
diagnosis problematic.   Three out of four lesions 
detected by conventional mammography are benign, 
resulting in unnecessary biopsies and other medical 
procedures.   These limitations in conventional 
mammography have created a strong incentive for the 
development of novel imaging technologies for 
improved early detection of breast cancer. 

In 1991, National Cancer Institute (NCI) convened a 
conference devoted to the review and development of 
a research agenda for novel breast imaging 
technologies.  This conference unanimously 
recommended digital X-ray mammography as the 
most promising research area for improved detection 
of early breast cancer in large-scale screening 
programs.   Based on that recommendation, NCI 
established an International Digital Mammography 
Development Group (IDMDG), bringing together    ^ 
multiple leading academic and industrial institutions. 
In addition, in early 1993, NCI staff developed and 
formulated the Federal Technology Transfer Program 
in Digital Mammography to identify and transfer 
digital imaging technologies originally developed for 
space, defense, intelligence, energy, and other 
communities to advance digital detectors, display ^ 

. systems, image analysis, transmission, and storage. 
These extensive collaborations of multiple 
government agencies, industry, and academia - 
facilitated comprehensive development and testing of 
digital mammography. 

Encouraged by this experience, in early March 1996, 
the U.S. Public Health Service's Office on Women's 
Health (PHS OWH) established a Federal Multi- 

Agency Consortium for Imaging and Other 
Technologies to Improve Women's Health 
(Consortium) to expand technology transfer. The 
membership of the Consortium includes but is not 
limited to the Food and Drug Administration, Health 
Care Financing Administration, Central Intelligence 
Agency, Department of Defense, Department of 
Energy, and National Aeronautics and Space 
Administration. The activities of this Consortium 
have been critical for sharing expertise, resources, 
and technologies by multiple government agencies for 
the advancement of breast imaging technologies for 
early detection of cancer, such as digital 
mammography; magnetic resonance imaging (MRI); 
ultrasound; nuclear medicine and positron emission 
tomography; and related image display, analysis, 
transmission, storage and minimally invasive 
diagnoses and treatments. 

The first priority recommended by the Consortium 
was to establish, evaluate, and implement a 
comprehensive inventory of the government-wide 
technology transfer opportunities. In May 1996, the 
PHS OWH held a conference entitled "New Frontiers 
in Image-Guided Breast Cancer Diagnosis and 
Treatment" that developed recommendations on the 
current and future scientific needs and technologic 
challenges in breast imaging. Based on these 
recommendations, the PHS OWH developed a 
problem statement that translated clinical needs in 
breast imaging into generic technical specifications in 
order to establish a common vocabulary between the 
medical community and engineers, physicists, and 
other scientists working on the development of 
advanced technologies for defense, space, 
intelligence, energy, and other applications. This 
problem statement was distributed to over 300 
academic and industrial laboratories in search of 
technologies that may advance the current state of the 
art in breast image acquisition, display, analysis, 
management,'and transmission/ As the result of these 
efforts, about 100 technologies have been identified 
and incorporated into the developmentof the    " 
technologic inventory." About 50 technologies,   ^ 
judged as promising in their potential to advance 
breast imaging by the PHS OWH staff and peer 
review, were selected for presentation at a public 
conference entitled 'Technology Transfer Workshop 
on Breast Cancer Detection, Diagnosis, and 
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Treatment" and sponsored bv the Federal 
Multi-Agency Consortium. This workshop, convened 
on May  -2, 1997. further facilitated technology 
transfer from DoD, CIA, DOE, NASA, and other 

aldnThr J f0Stering g°VernmrWide "'^orations 
and pubhc/pnvate partnerships.3 In addition, this 
Federal Multi-Agency Consortium meeting developed 
recommendations for the scientific and technologic 
projects critical for advancement of novel breast 
imaging. 

Based on these recommendations, in June 1997, PHS 
OWH issued a competitive contract solicitation that 
supported high priority mul.idisciplinary research in 
he development and clinical testing of novel breast 

imaging technologies. By September 1997, PHS 
OWH funded the following projects in the areas of 
digital mammography: 

1)    Optimization of Soft Copy Display 
Parameters for Digital Mamrnograms 
Key Personnel: Shyh-Liang Lou PhD   H   K 
Huang, D.Sc, and Edward Sickles, M.D. of the 
University of California at San Francisco 

Computer Analysis of Mammography 
Phantom Images (CAMPI): An Application to 
the Optimization and Evaluation of a Full- 
i-ield Digital Mammography 
Key Personnel: Dev P. Chakraborty, Ph.D., of 
the University of Pennsylvania 

Multi-Center Clinical Evaluation of Digital 
Mammography 
Key Personnel: Etta Pisano, M.D., of the 
University of North Carolina and Martin J 
Yaffe, Ph.D., M.Sc, and Donald Plewes, Ph D 
of the University of Toronto 

The meeting of May 1997 clearly demonstrated that, 

field H-T,fnt 3dVanCeS in the devel°Pment of full- 
field dig.tal detectors have been achieved, soft-copy 
display systems, although improved/remained the 
main roadblock to the clinical acceptance and 

extenTntarf °n °f digital mamm°graPhy. Further extens.ve effort ,s required for the successful 
development^ testing, and implementation of digital 
mammography delays and workstation design for 
image interpretation. 

Saht? 9A°: If8''" Washi"8<on, DC, the Public 

NatJTC   Sr0ffiCC °n W°men*S Hea,th a"d 'he National Cancer Institute convened a Joint Working 

3) 

by over lOOsdrnSf",      meetUlg Was attended 

laboratories, and medcaTt/        T' ^"^ a"d 

recommendations of this working group     ° 

Goals of the Joint PHS OWH/NCI 
Working Group 

Review the state of the art of display 
technologies including current and future clinical 
applications and technical challenges. 

Outline research priorities in digital display 
technology and workstation design requirin* 
further support. e 

I) 

2) 

3)    Identify technical limitations and develop a 
problem statement seeking new or ■ 
technologies. 

' emerging 

The Working Group meeting consisted of the 
following sessions: 

Session 1: Overview Session set a common 
vocabulary between multidisciplinary medical and 
other participants (e.g., defense, intelligence space 
energy, and other communities) and focused on S' 
overviews of the current and future needs for dgTtal 

practice and patient care. 

Session 2: The Session on Hardware for Soft-Copy 
D.spiays provided an understanding of not only Z 
current state of the art but also anticipated technical 
developments ,n both CRT-based and flat panel 
display technologies. This session analyzed a nan 
between the clinical requirements for dig£,    * ? 

mammography displays and emerging technologies 
foreseeable on the market in the near future  A„ 

industry panel discussion in this session considered 
issues related to practicality, manufacturabil ry afd 
cost effectiveness that will influence market ^ 

^em?'menS0n of digitaI ?%™***y d-p«ay 

Session 3: The Workstation Design Session 
established a framework for the overall system design 
for image interpretation, including user needs 
physical constraints (space, response time etc') 
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hardware and software requirements, and overall 
system configuration. Scientific presentations further 
explored integration of image processing, computer 
aided diagnosis, and graphical user interfaces into a 
workstation design. 

Evening Session: Working Group members met in 
the evening for a working session where they 
formulated consensus reports describing current state 
of the art and recommendations for the future 
priorities in research and development. 

Session 4: The Human Perception Session addressed 
human visual perception as it relates to digital 
mammography displays and workstation design. The 
impact of human perception on display technical 
requirements were discussed, and the importance of 
psychophysical research emphasized. 

Summary Session: During the Summary Session, co- 
moderators presented the consensus reports. The 
reports addressed (1) the current state of the art and 
fundamental clinical/technical roadblocks, (2) 
technical parameters required to meet current clinical 
needs, and (3) future priorities in technology 
development and related basic and clinical research. 

Subsequent to the working group meeting, the session 
co-moderators, with input from their session 
participants, developed written summary reports. 
These summary reports have been incorporated into 
this article. 

References 
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Session 1: Ciinicai arid-Technical Overview 

Digital mammography is a technique for radiography 
of the breast in which the screen-film X-ray image 
receptor used in conventional mammography is 
replaced by an electronic detector.1 The detector 
absorbs X rays transmitted through the breast and 
produces an electrical signal proportional to the 
intensity of the X rays. This signal is converted to 
digital format and stored in computer memory to form 
the image. A key feature of digital mammography is 
that image acquisition, display, and storage are 
performed independently, allowing optimization of 
each. The digital image is formed as a two- 
dimensional matrix of square picture elements 
(pixels) of a fixed size, typically 0.04 to 0.1 mm on a 
side.2 Therefore, it is a sampled representation of the 
pattern of X-ray transmission through the breast. 
Within each pixel, the image takes on a single value 
representing the brightness of the image, averaged 
over the area of the breast represented by that pixel. 
Similarly, the intensity of X rays is sampled by an 
analog-to-digital converter into a finite number (2n) 
of levels, where n is referred to as the number of bits 
of precision to which the image is digitized. 
Typically, 12 to 14 bits of digitization are used, 
thereby producing 4,096 to 16,384 sampled intensity 
levels. Once the digital image is stored in computer 
memory, it can be displayed with contrast that is both 
independent of detector properties and adjustable by 
the viewer. This overcomes one of the greatest 
limitations of screen-film mammography—the fixed 
display scale, defined by the characteristic curve of 
the film. 

Another important difference between screen-film 
mammography and digital mammography is that, in 
the former, the amount of radiation used to create the 
image is largely determined by the need for a screen 
to absorb enough energy to provide sufficient light to 
expose a film to the desired optical density. In digital 
mammography, the gain of the acquisition system can 
be controlled electronically and, therefore, the - 
amount of radiation used can be chosen according to 
the required signal-to-noise ratio for the examination. 

-  This has implications for how optimum exposure 
techniques for digital mammography should be 
selected and provides opportunities for either 
improvement in image quality or else for dose 
reduction compared to screen-film mammography. 

Types of Digital Mammography Systems 
Currently, there are three types of dedicated digital 
mammographic systems under clinical evaluation. 
These are all based on a phosphor X^ray absorber and 
an optically sensitive photo-detector array that 
provides the image readout. 

CCD-based area detector. The first practical 
systems for digital mammography were employed for 
producing small'area (5 cm x 5 cm) digital images for 
guiding stereotaccic breast biopsy. Such systems 
typically provide IK x IK images with 50 micron or 
100 micron pixels. The detectors for these systems 
use an X-ray absorbing phosphor that is coupled to a 
smaller-area light-sensitive CCD array via 
demagnifying lenses or fiber-optic tapers. The CCD 
is a self-scanning device that provides an electronic 
readout of all the light-sensitive elements on a single 
wire. This output is then digitized to produce a high- 
resolution digital image. The CCDs are single 
crystalline silicon chips that typically cover an image 
field of less than 3 cm x 3 cm. 

Although it is possible to use fiber-optic tapers with a 
greater demagnification factor to allow coverage of 
the entire breast, this is not a viable solution because 
it will result in very poor efficiency of transfer of the 
light to the CCD, resulting in a greatly reduced 
signal-to-noise ratio in the image. Instead, one 
company (Trex Medical) has built a detector for their 
digital mammography system that is formed as a large 
area X-ray phosphor coupled through 12 small-format 
modules, each consisting of a demagnifying fiber- 
optic taper and a small CCD. The sub-images from 
the modules are combined (stitched) in the computer 
to provide a single digital mammogram. 

Amorphous silicon. Amorphous silicon provides 
another means for producing area detectors suitable 
for digital mammography. An array of photodiodes is 
deposited on a plate of amorphous silicon such that 
each element provides the signal for one pixel of the 
image. The diodes are covered by a suitable X-ray 
absorbing phosphor, such as cesium iodide, and the 
electric charges stored on the capacitance of each 
diode after X-ray exposure are read out through a 
network of switches and data lines. Another company 
(General Electric Medical Systems) has produced a 
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digital inammography system employing this type of 
detector with 100 micron pixel size. 

Scanned-beam detectors. An alternative approach 
to large area detectors is-to use a detector that is lone 
and narrow, which is scanned in synchrony with a   ° 

b WM    Ped^"-ay beam' aCr°SS the entire bre^ 'o bu.ld up a full image. In this way, current photo- 
optical technology can be used to provide the 
required spatial resolution, dynamic range and 
s.gnal-to-noise ratio for digital mammography 
Because the image is acquired sequentially in a 
scanning system, the acquisition time is longer than 
for an area detector and there is greater heat loading 

of"   ^     J? tUbC *"imag£- A" 0ffsettinS ^vantage 
of scanned beam systems, however, is that, because 
only part of the volume of the breast is irradiated at 
any one time, it is more efficient than area systems in 

«»"«rollmg the dcüüncntal effects of scatteid 
radiation at the image receptor. 

In the scanning system developed by Fischer 
Imaging, the radiation beam is confined to a "slot" of 
dimensions approximately 22 cm by 10 mm at the 
detector. The detector is composed of several 
modules that are abutted end-to-end. Each consists of 
a strip of cesium iod.de phosphor coupled to a time- 
delay integration fTDI) CCD array via a fiber-optic 
taper. Each CCD consist, of a large number of 
columns and a smaller number of rows of lieht- 
sensitive elements. In TDl acquisition, as the 
detector ls moved across the breast at constant speed, 
the charge collected in each element of the CCD in 

response to the X-ray signal, is shifted down its ' 
column at the same speed as the scan motion, but in 
the opposite d,rection. When the charge packet 
reaches the last element in the CCD, the charge 

S,    nlthe COlUmnS ■" read out- ™e *nage is 
acquired by scanning the fan X-ray beam and the slot 

Clinical Applications 
There are several clinical applications for which 

state nfTmm0gra,Phy Can impr0Ve °'n the cu™t 
state of the art w,th conventional film-screen imaging. 

lZZ?Time imagC dkp,ay- ™s P"vides several advantages over conventional film 

S3E,?^,),"n,e time required between imaS' acquisition and display can be reduced to a few 
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Sed ST5' t0 thC aPP«ely 5 minutes 
° Tossing of a conventional film 

examination, thereby potentially increasing patient 
throughput and reducing the per capita cosl of 
examination. (2) Day-to-day'variability in au omated 
film processors, which now requires careful 
monitoring including daily sensitometry / 
densitometry measurements, also ceases to be a 
problem since film processing is eliminated   (3) 

Percutaneous biopsy and lesion localization 
procedures are facilitated by the ability to visualize 
«n a few seconds rather than several mLtes needle's 
as hey arepositioned within or immediately"£" 
to  uspec, les.ons (this application, using a 5 x 5 crn 
field of view, is already built into several stereotacl 
guidance mammography systems).3 (4) With 
successful development of routine stereoscopic 
imaging, it may be possible to reduce or completely 
hmmate the need to perform recall mammo^raphy 

for summation artifacts (superimposition of n~ormaI 
breast structures, simulating breast masses), whkh 

aTermanT "' '° T^ °f ^ <*™^™ alter mammographic screening. 

Post-acquisition image enhancement. Signal 
processing techniques can be applied to ^digitally 
acquired image to produce overall enhancement or to 
increase the conspicuity of specific mammographTc 
findings. (1) Window and level controls can te 
manipuIatedi after image acquisition, to portray the 
entire breast with proper intensity and increased 
contrast thereby providing a greatly expanded gray 

ha oh taIe ra,ization of important findings 
hat otherwise might be obscured by display within 

the toe or shoulder of the characteristic film curve 
2) Enlargement (magnification) and unsharp masking 

techniques can make more readily visible such tiny 
structures as breast microcaicifications. (3) Other 
edge enhancement manipulations can highlight border 
contours in similar fashion to that produced by 
xeroradiography. (4) Noise suppression techniques 
can render more readily perceptible certain types of 
low-contrast objects, such as noncalcified masses - 
havmgmdisünct margins. (5) Intensity equalization 
techmques can be applied to clearly portray in a 
single image structures that usually are difficult to see 
on conventional film mammograms, such as the skin 
and subcutaneous tissues. (6) Digital systems also 
have the capability to overcome some underexposure 
and overexposure conditions and display fully 
mterpretable mammograms despite what otherwise 
would be considered unacceptable image quality 
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Image archival, storage, and retrieval. A major 
advantage of digital over conventional film imaging is 
its ability to conveniently archive, store, and retrieve 
images. This electronic archival process can permit 
substantial cost savings, especially for high-volume 
operations, despite the initial large expenditure for 
digital equipment. The cost of physical storage of 
films is eliminated, and personnel costs involved in 
image archival and retrieval are markedly reduced. 
Finally, digital data storage is much more rapid and 
reliable than film-based methods. This is particularly 
noticeable when prior studies are needed for 
comparison. Retrieval time is usually measured in 
seconds rather than minutes, hours, or days. 
Furthermore, one will only rarely encounter the 
situation in which digital examinations are misfiled, 
lost, damaged in storage, or signed out to another 
location. 

Teleradiology applications. Electronic transfer of 
digital images to remote viewing sites can be 
accomplished almost as rapidly as occurs between the 
standard display workstation and computer storage. 
Numerous activities utilizing teleradiology have been 
devised, many of which are clearly applicable to 
mammography practice. (1) Radiologists who work 
in several different offices or hospitals will be able to 
monitor and interpret examinations that are carried 
out in a nearby or even distant location or locations. 
(2) Mammography screening in mobile units will be 
made more efficient not only by overcoming the need 
to transport films from the site of examination to the 
site of interpretation, but also by permitting image 
interpretation while patients are still available for 
repeat or additional exposures. (3) Teleradiology can 
be used to facilitate second-opinion interpretation, in 
effect making world-class mammography expertise 
immediately accessible to community-practice 
radiologists. (4) Digital image transmission can be 
the cornerstone upon which multisite teaching 
conferences are built, from applications as simple as 
the simultaneous conduct of teaching rounds among 
the nearby hospitals that participate in a residency 
training program to intercontinental multi-institution 
conferences supported by satellite transmission of 
digital mammograms.       :' 

Dual-energy subtraction imaging. Dual-energy 
subtraction mammographic techniques are based on 
the principle that, if both high and low kVp exposures 
are taken using the same radiographic projection, 
some breast structures will exhibit greater absorption 

of low-energy compared with high-energy photons, 
depending upon atomic composition. Thus, if there is 
no patient motion between exposures, one digital 
image can be electronically subtracted from the other, 
causing common elements (those that do not exhibit 
differential absorption) to cancel out completely. In 
this fashion, dual-energy subtraction mammography 
has the potential to increase the conspicuity of 
selected subtle findings, not only by showing some 
low contrast objects with increased clarity but 
especially by removing the superimposed "clutter" of 
background breast structures. This is particularly 
useful in demonstrating the tiny calcifications that can 
be the earliest indicator of a breast cancer, because 
the relatively high atomic number of calcium results 
in increased absorption of low-energy photons. 

Tomosynthesis. In conventional tomography, the 
X-ray source and film move in opposite directions 
during exposure, so that radiographic features in only 
one plane of the image remain in sharp focus. 
However, conventional tomography of the breast is 
not practical since one exposure is necessary for each 
imaged plane, resulting in a high total radiation dose. 
Tomosynthesis involves exposures made as the X-ray 
tube moves in an arc above a stationary object 
(breast) and image receptor. Images must be 
obtained from multiple different angles to permit 
reconstruction of any plane in the breast that is 
parallel to the image receptor, but this can be 
accomplished with digital mammography at a total 
radiation dose similar to that of a single film 
mammogram. Recent development of a full-field 
digital detector that is flat now makes breast 
tomosynthesis practical in the clinical setting.  The 
ability to see through overlying areas of dense benign 
fibroglandular tissues may permit improved detection 
of early breast cancer and more accurate 
characterization of benign and malignant lesions. 

Computer-aided image analysis. There already has 
been considerable success in developing computer- 
executed algorithms that detect abnormal findings on 
mammograms. Most such attempts have been 

■ directed at the identification of clustered '" 
microcalcifications, although several computer 
programs also have been written to detect spiculated 
breast lesions. Current applications are designed to 
indicate suspect findings by superimposing arrows, 
circles, or boxes in appropriate locations on digitized 
mammograms. The most successful of these 
programs presently are capable of identifying about 
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85% of targeted mammographic lesions, but also on 
average falsely indicate approximately one suspect 
area in each image. 

If clinical utility is demonstrated (maintenance of 
essentially 100% sensitivity, especially if including 
poorly defined masses and densities), these 
computer-based applications will be widely used by 
radiologists as second-interpretation devices to avoid 
missing identifiable mammographic abnormalities 
Especially if false-positive identifications are 
substantially reduced, this approach will be much less 
expensive than double readings done by another 
radiologist. However, it is unlikely that computer- 
aided detection (CAD) programs will be used in the 
United States for the first-pass interpretation of 
digital mammography screening examinations, 
sending only those cases with suspect findings on to a 
rad.oiogist for definitive interpretation. This is 
because neither the providers of the CAD software 
nor the radiologists who use the software would be 
willing to accept potential malpractice related to 
missed cancers. 

Computer-aided image interpretation programs also 
are being developed to further characterize already 
detected lesions, to determine whether subsequent 
management should involve biopsy or less invasive 
procedures. Again, these efforts have been directed 
principally at the analysis of clustered 
microcalcifications. Applications begin by 
quantitating the digital data within suspect lesions 
that already have been flagged either by radiologists 
or by computer detection programs. Formulas then 
are used to describe a wide variety of lesion 
characteristics; for calcifications these include not 
only the standard parameters assessed by radiologists 
(panicle size, number, density, distribution, and 
shape) but also several more complex measures of 
calcific particle irregularity (for example, 
compactness, eccentricity, coefficient of convexity 
elongation). Finally, numeric scores derived for these 
vanous parameters are weighted by pre-determined 
algorithms and combined to yield a likelihood of 

«n KTCyJnleX* UP0" Whkh management decisions 
can be based. Currently, the most successful of the 
calcification characterization programs operate at 

ZtrL    gM°StiC aCCUraCy that «"Hy ^proximate but occasionally even exceed those of expert 
rnammographers. For other types of suspect lesions, 

wXSST***diagnosis programs -,ess 

Digital uispiays and Workstation Design 

Computer-aided instruction   R-™vr • comniKpr Koc J on" Kipid, inexpensive, 
exaTnn,       r  T* °f d''g,'ta' """»".ography 
comp       °a^aC,,rteS thC CrCati0" -Ä of 
setsT ma TCUOn Packa"es'since elected STT^ rdi,y cata,ogued and -"•-<* for d.splay. The simplest application represents the 
d.gital counterpart to the conventional film 

mammography learning file. This involves an 
organized library of interesting case material (digital 
mammograms), supplemented by hard-copy text 
descriptions of mammographic findings, suited 
interpretation, pathologic correlation, additional 
d.scuss.on, and literature reference material for each 
case or group of cases. Large numbers of 
man™0graphy can be s(ored on fl ,. 

disk. In a somewhat more sophisticated system the 
text material itself is stored electronically, so that 

sCeTena
p

nrbC VI'Ted With eqUa' eaSe dther in random sequence (as unknown cases) or in sequences 
organized either by diagnosis or by specific 
mammographic finding. 

Instructional programs have been developed to 
provide the user with response-driven self-instruction 
modules, ,n which incorrect answers trigger the 
display of remedial material and additional questions 
before subsequent cases can be viewed 5 Such 
systems can track the progress of individual users 
compiling grades and documenting that proficiency 
has been achieved. y 

The most ambitious instructional packages will 
interface directly with the day-to-day interpretation of 
digital mammograms. Such systems would be 
actuated at the request of the radiologist, whenever 
specific mammographic features are described by the 
radiologist or determined by a computer-aided 
characterization program. In either circumstance a 
particular mammographic feature would call up  ' 
related ,mage and text materials from expert learning 
databases, to compare with the case under 
consideration. Thus, the radiologist could view 
pathology-proved cases in which mammograms   - -:.' 

?SKjT,ar if n0t idemical radi°graphic findings. 
Embedded text also could suggest strategies for 
further evaluation and interpretation of the , - 
mammographic findings. .       " 

Current Full-Field Digital Mammography 
Research ■ J 

The manufacturers that developed each of the types 
ot full-field digital mammography systems described 
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Table 1-1. Clinical sites at which prototype full-field digital mammography units currently are in use for 

investigational studies 

Equipment Manufacturer 

Fischer Imaging 

Medical Center 

University of Toronto 
University of California, San Francisco 
University of North Carolina, Chapel Hill 
Brooke Army Medical Center 
Thomas Jefferson University 

General Electric 
University of Colorado 
University of Massachusetts 
Massachusetts General Hospital 
University of Pennsylvania 

Trex Medical 
University of Virginia 
University of California, Los Angeles 
Good Samaritan Hospital, Long Island 

previously have installed prototype units at several 
clinical sites (Table 1-1). A variety of investigational 
studies are currently being carried out at these sites, 
for a wide range of purposes. Studies designed to 
demonstrate degrees of safety and effectiveness of 
digital mammography compared to conventional film 
mammography are being conducted by each 
equipment manufacturer to secure approval from the 
Food and Drug Administration to market their 
devices for general use. 

Of greater scientific value are more sophisticated 
studies being done at single sites or groups of sites, 
designed to assess the sensitivity and specificity of 
clinical images taken of the same women using both 
digital and conventional film mammography units. 
Such a large-scale screening trial is under way at the 
Universities of Colorado and Massachusetts, which 
will use ROC analysis to indicate the current    .. 
capability of digital mammography in the detection of 
clinically occult breast cancer. A telemammography 
study is underway at the University of California San 
Francisco, designed to demonstrate whether digital 
mammography can successfully provide: (1) real-time 
consultation by off-site expert mammographers for 
on-site general radiologists conducting diagnostic 
mammography examinations and (2) accurate and 

time-efficient off-site interpretation and management 
by expert mammographers of diagnostic examinations 
simultaneously performed by on-site general 
radiologists using conventional film mammography. 
IDMDG also was assembled, involving many of the 
sites and all of the equipment listed in Table 1-1. 
Originally, NCI supported individual institutional 
clinical testing of digital mammography by the 
IDMDG. More recently, PHS OWH funded a 250- 
patient pilot study that has been undertaken by eight 
participating institutes of the IDMDG to facilitate 
multicenter clinical evaluation of digital 
mammography and its diagnostic value in high-risk 
women. This pilot research will be followed by a 
2,500-patient study that will explore the accuracy of 
digital mammography in both screening and 
diagnostic settings. Results from the various . 
scientific studies described above should be available 
in the next two to three years. - . ^-^yj^v.; ?; 

General Recommendations for Digital , 
Mammography 
For a number of reasons, the potential advantages of 
digital mammography can probably best be realized 
by interpretation from soft-copy display. Soft-copy 
display allows convenient and dynamic manipulation 
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or the image display ,0 obtain optimal presentation of 
information. In addition, there is the opportunity to 
elim.nate the cost of hard-copy film and the 
associated time, complexity, and waste disposal 
problems of film processing. 

Limitations of Current Display 
Workstations 
Currently there are numerous impediments to the use 

il?H~T? diSplay f°r dl'gital m™graphy. These 
include deficiencies in the speed with which images 
can be loaded and presented on the display as well as 
inconvenience or inappropriateness of the human- 
computer interface of existing commercial systems 
Most systems provide only rudimentary control of the 
lookup table, relating digital signal value and display 
brightness with such functions as linear clipping and 
«a mg (wmdow and level). More flexible lookup 
tables that provide nonlinear lookup tables are likely 
to improve image display and make more optimum 
use of the characteristics of the display device. 

Generally, most displays do not have an adequate 
pixel matrix size to display the complete digital 
mammogram at full spatial resolution. There is also 
concern about whether the contrast resolution and 
display luminance of available hardware is adequate 
There is controversy over this issue in that some 
scientists believe that performance of current systems 
is sufficient ,f ,mage viewing taJces place under 
appropriate conditions (e.g., very low ambient light). 

Required Features of Display Workstations 
jor Digital Mammography 
Thesystem should have the capability of displaying 
up oe,ght images simultaneously. These would 
include the standard four views of the breast for both 
*e current and a previous examination. Image 
hanging  should be automatic and customized to the 

preferences of the particular radiologist, with the 
possibUny of override (moving or flipping images) 

AT"8"?' ImagCS Sh0uld ,oad rap5ly and i 
rom ,H    P°.SS,b,e t0 retrieVe ^examinations 

deXn!       T qUiCldy a"d efficlent,y« whe" «t is desired to make comparisons. 

The images should appear initially with a gray-scale 
rendiüon that is near-optimal, so that imagf * 

ISS8 aCCOmP'iShed Whh ™;™< «ed ■or user interaction in manipulating imanes   The 
viewer should be able to change tffe dTspfay 
characteristics easily when this is required 

The system should incorDorate ™ ;m-, •     • 
-tegy that provides 0^2% 

ful degree of acquired spatial resolution of me 
images while maintaining the anatomical context 
provided by an overview of the entire examS„ 
Using overlays or another strategy, it should be     ' 
possible to superimpose annotation information or 
CAD information on the mammograms and to black 

To make full use of the digital nature of the images 
the system should provide easy-to-use ima»e     ° ■ 
manipulation tools, such as contrast, brightness 
image reordering, selection of regions of interest 
magnification, and other methods to provide       ' 
quantitative measurements from the image. Since at 
least some type of hard-copy record ma/be req   re 
on occasion, the workstation should provide a 
preview of how any such printed mammosram would 
appear, so that the lookup table could be fune^ To 
provide the most useful image before printing. 

wi,hP,haedCaJ,ity'the WOrkStat,'0n mUSt be COmP'iant with the digital imaging and communications in 
medicine (DICOM) standard, and it should be 
possible to display digital mammograms from all 
DICOM-comphant acquisition systems, including 

S^JT?^ ^ 0thCr Vend°rS- ™e workstation 
should be able to accommodate alternative 

Er SfCm%ÜUtt may Pr°Vide "^P'ementary 
information (e.g., CAD, stereotaxy, tomosynthesis 
digital subtraction angiography, dual energy 

f3" n?0"' etJl- Workstation design also should 
facilitate interfacing of the digital system with 
radiology/hospital information systems (RIS/HIS). 

The system should also support quality control 
functions for the digital mammography acquisition 

system as well as for soft-(and hJ-) copy displays 
and to faahute quantitative use of digital Lage da I 
for quality control testing. This would allow 
objective testing of imaging performance and could 
reduce some of the costs currently associated with 
quality control. 
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Research Priorities 

Short term *   Develop improved quality control procedures for soft-copy displays. 

Intermediate term 

Long term 

Conduct performance-based studies on optimal technical parameters for digital 
displays, including contrast resolution, spatial resolution, display luminance, data 
compression, time efficiency, cost efficiency, accuracy, etc. 
Improve display controllers to provide greater speed of image manipulation, 
application of nonlinear lookup tables, image zooming, and rehanging, etc. 
Develop an improved understanding of design factors for the image reading 
environment. 
Study how to optimize the human user interaction (ergonomics). 

Explore alternative display technologies. 
Develop of education and testing methods to instruct radiologists in the use of 

digital display systems. 

References 
1. Feig SA, Yaffe MJ. Digital mammography, 

computer-aided diagnosis, and 
telemammography. Radiol Clin North Am 1995; 
33:1205-1230. 

2. Karellas A, Harris U, D'Orsi CJ. Small field 
digital mammography with 2048 x 2048 pixel 
charge-coupled device. Radiology 1990; 
177:288. 

3. Dershaw DD, Fleischman RC, Liberman L, 
Deutch B, Abramson AF, Hann L. Use of digital 
mammography in needle localization procedures. 
AJR 1993; 161:559-562. 

4. Niklason LT, Christian BT, Niklason LE, et al. 
Digital tomosynthesis in breast imaging. 
Radiology 1997; 205:399-406. 

5. Cao F, Sickles EA, Huang HK. Interactive digital 
breast imaging teaching file. RSNA EJ 1997; 
1:26. 

Digital Displays and Workstation Design 10 
March 9-10.1998 



Session 2: Display Hardware for.Soft-Copy Display 

Only direct-view display technologies capable of high 
brightness and high spatial resolution are considered 
to be candidates for mammography display. 
Projection technologies suffer from large space 
requirements and limitations to their dynamic range 
from veiling glare and ambient light. Head-mounted 
displays are not suitable, due to user fatigue and 
discomfort in prolonged daily use. 

The principal candidate technologies for 
mammography image display are: 

Laser-printed film 
Cathode Ray Tube monitors (CRT) 
Liquid Crystal Displays (LCD) 
Field Emission Displays (FED) 
Organic Light Emitting Diode Displays (OLED) 

Characteristics are summarized in Table 2-1. 

Laser-Printed Film 

Film has the combination of high spatial resolution, 
luminance, and contrast ratio that makes it the "gold 
standard" for display quality. Specialized laser film 
printers with 40-micron pixels are required to print 
digital mammograms with normal size. Conventional 
laser film printers with 80-micron pixels can display 
full detail by magnifying the image size. Luminance 
is effectively limited only by the intensity of the 
backlight. Mammographic film viewers are as bright 
as 1,000 foot-Lamberts (ft-L). Light transmitted 
through film has been measured at 520 ft-L. The 
contrast ratio of 800:1 ensures that limits of the 
human vision system and elsewhere in the imaging 
chain will determine the effective dynamic range. 

The disadvantages of film are self-evident. It is a 
static medium that cannot take advantage of 
interactive image manipulation. More significant is 
the cost of producing and handling film images. 
Digital mammography introduces significant    ■ 
additional equipment costs, and savings related to 
film costs will be essential if the benefits of digital 
mammogTaphy are to be obtained by a broad segment 
of the American population. 

Cathode Ray Tube Monitors (CRT) 
CRT monitors are the reigning soft-copy display 
technology today. Manufacturing processes have 

been fine-tuned after years of volume production for 
the consumer entertainment and computer markets. 
Monitors with 5 million addressable pixels (2,000 x 
2,500) are available from several manufacturers 
today; units nearing eight million pixels (2,500 x 
3,000) are just beginning to appear commercially. 

Maximum luminance and dynamic range of CRT 
displays are significantly lower than those of the 
conventional film-light box.1'6 Peak luminance up to 
approximately 200 ft-L is available on 5-megapixel 
monitors today. Brightness levels as high as 400 ft-L 
have been achieved in experimental monitors. 
Typically, higher luminance is attended by 
degradation of the modulation transfer function 
(MTF), limiting the effective spatial resolution. 

The MTFs of CRTs are anisotropic: whereas they 
reach values of 30 to 40% at the Nyquist frequency in 
the vertical direction, the MTFs are limited to 10 to 
20% at the Nyquist frequency in the horizontal 
direction. The MTF in both directions is limited by 
the spot size and point spreading effects. These 
effects are nearly isotropic and increase in magnitude 
as luminance increases. The MTF in the horizontal 
direction is further limited by the bandwidth of the 
video electronics. Eight-megapixel displays today 
particularly suffer from degradation of the MTF in 
the horizontal direction, as the 800 megahertz 
bandwidth is difficult to achieve for the final stage of 
amplification, which drives the electron gun's grid. 
High luminance levels require higher output voltages 
from this final amplifier. Since high amplifier 
bandwidth is difficult to achieve at higher voltages, 
the requirement for high brightness further limits the 
achievable resolution on the CRT monitor. 

The contrast ratio of CRT monitors is limited by 
veiling glare, which results primarily from scatter of 
light in the CRT's faceplate. Although a dynamic 
range of 10,000:1 can be demonstrated with   . " 
measurements of uniform fields, the veiling glare 
imposes a limit on the dynamic range that can be  ^ 
displayed within any one picture to perhaps 200:1. 
The contrast ratio of CRT monitors is further affected 
by ambient light, which reflects off the surface of the 
phosphor and raises the luminance in the "dark" or 
"black" portion level. This effect may be diminished 
by use of a darkened faceplate, but such faceplates 

Digital Displays and Workstation Design 11 
March 9-10. 1998 



« 

II   ' .   "'■ '              N 
o VI                             1 
«                                   o .2               1 

t. in
ic

; 

la
re

 

en
t ^               1 —               I 

CO                                I 

o p           M                  1 " 1           ">                  So 
«2      ö  I           ~                      g-"5> 

E               I 
BO 

•c                   != 
1 Ic

m
 

tio
n 

e.
c ve
i 

st
d

 
g

ar
 

if
ac

tu
 

ss
, 

lin
g 

1 

1         j 1    2  >           u                    5  c 

P
ro

 

; 
O

pe
 

I  
ar

ch
 

; 
N

oi
s 

; 
C

on
ii 

vi
ew

i g   «   o           E ^    O    bo                  ,s 

«5  C  o          ,£•               1  -   .  .-  

c 
1                      ...... _.,.           ,-,,.... 

o "" '   "' '"':'  to   ' ■'    1 "-'■   - .~■'■:■:■::■•■: •:■ r ■ -r. ■ 
1   ^ J...>   I'Vf  '"'?'• i 1 -5,'y«j,l* '-,-    -.- > ~ .,-..- ~, ....: „: . .,'   _.,.,,...:..   ., t i 

.5         I o-, ■. t,                   -  '■'- "      -'0">, •"" il;v.»(,.J,      - 

o   o                 °o^2           1    ""'   • '■-"-' '■ -" >■■-■■-■ ■■■-■■ 

a.—          t; 

.-.',,-..■      -    1..  _■.,,.M    ,  ■- .0.-v, U-J2  , ;:;■    ,;:•;.-;  -2.'    . 

ri
gh

tn
 

ga
ng

l 

al
ly

 h
i 

es
s,
 w

 

',.   -   ,               1          , c 

I            C 
1             f 

fa
m

i 
os

tic
 

ve
ly

 

la
re

, 
io

n 

1            > 

L
on

g 
di

ag
n 

:. R
el

at
i 

L
ow

 g
 

re
fl

ec
t -DC                        'S    C                 1 

1             "0 
1      ^ H

ig
h 

vi
ew

i 

Po
te

n 
br

ig
ht

 
an

gl
e 

k. 
O    ' 

1      *-• c 
«■ I 1     o o 

1   •* 
1     l- to 8 S 
i     n                 t;                —               o >   o 

m
e 

m
 

rs
 

m
er

, 
lin

m
cr

 

m
er

, 
in

m
en

 
tc

rs
 

an
dd

 
:c

rs
 

cl
dd

c 
liv

e,
 o

 
lie

s 
S     «            3    2                    -J<3=3                  CT -c  o   ^ 

V
ol

t 
d

ri
v 

C
on

s 
en

te
r 

C
on

si
 

en
te

rt
 

co
m

p 

L
ap

to
 

co
m

pi
 

C    O    u 

•-• C3    —    Ü 

2^   rt   o            c. 

1 • en 
es 
u 

c.2 

- 

c_> 2 80
0 

20
0:

 

30
0:

 

o*                       e-. 
CI 
o a> 
o o 1 
B B I 

J2 "         1 I 
o c 1 
o •P "? 

§3    o           o              8 
*-• I 
>» 1 
a 

"c. 
V) 

►J fe K             2                - 
e-                       ^1 

•a 1 

c 
o o io

n
 

si
ze

) 000 

000* 

000': 

2.
50

0 
x 

3.
00

0 
or

 m
or

e a 
o 
<n 

■** 

-c R
es

ol
u

t 
(m

at
ri

x 

4,
00

0 
x 

5 

2.
50

0 
x 

3 

2.
50

0 
x 

3.
 

or
 m

or
e 

U   1 s 
U '*"    .                 -."•".-.;* 

1» *-T > ■■ 

o S tN                              CO O                           o 

_«> 
"C 
V 
u 
C3 
U 
a 

2 

"3 > 

(N
O

W
 

N
ow

 

Y
ea

r 
20

00
 

pr
od

uc
ti

on
, 

8 
hi

gh
 f

id
el

ity
 

m
on

oc
hr

om
e 

Y
ea

r 
20

00
-2

0 
ex

pe
ri

m
en

ta
l 

Y
ea

r 
20

03
-2

01
 

ex
pe

ri
m

en
ta

l 

- -     ■■                ■   -.-.-,..■. 

U 1 
S ■      . 

5 
<s 

,   "O   '      '   " 
J2 L.     W 4 * 

S-5       fc               Q 
J  a.        U                 j F

E
D

 

O
L

E
D

 

\z 

—. -. 

••••' •"-:•■"  - —  



reduce licht output and require higher beam current 
for higher luminance at the phosphor. Minimization 
of surface reflection requires use in a very dark room, 
which is often not practical in the clinical care setting. 

Spatial noise characteristics of CRT monitors derive 
largely from phosphor granularity, which affects the 
threshold contrast for human observers. •   High- 
efficiency phosphors desirable for high luminance 
from a given beam current are usually mixtures of 
two components, which increase phosphor's 
granularity. Single-component phosphors such as 
P45 are therefore usually preferred for medical 
imaging applications. 

The major drawback of CRTs is the fact that, even for 
the display of static images, a scanning electron beam 
is required, writing the information (the image) 
serially up to 70 times per sec onto the CRT's 
faceplate. 

Liquid Crystal Displays (LCD) 
Active matrix liquid crystal displays (AM-LCD) are a 
familiar component of laptop computers, which 
provide the volume market for the development of 
new technology and manufacturing processes. 
Similar to film, AM-LCD devices are 
transilluminated devices whose brightness is 
determined by the intensity of the backlight. Also 
similar to film, the AM-LCD can be manufactured to 
absorb ambient light and viewed in rooms with high 
illumination. However, previous available devices 
have had severe variations in brightness as a function 
of viewing angle, which can even lead to contrast 
reversal. Since medical image interpretation requires 
low contrast detection at many gray levels, this 
performance limitation has previously ruled out use 
of these devices for clinical diagnosis. The viewing 
angle problem is now well understood, and several 
recent developments have established much improved 
consistency as a function of viewing angle. 

Most AM-LCD devices use a thin layer (about 5 to 10 
Urn) of nematic liquid crystal material with the 
molecular direction or director aligned in the display 
plane. Boundary layers (the alignment layers) are 
used to orient the molecules on one surface with a 
specific angular orientation. The angular orientation 
of the alignment layers are different for the front and 
back side (typically 90 degrees), such that a helical 
twist of the nematic liquid crystal is created (twisted 
nematic [TN]). To make a display device using this 

TN structure, a polarizing film is used to filter the 
Sieht incident on the back side. The polarization 
direction then rotates by 90 degrees when traversing 
the .TN material. 

A second polarizing filter, oriented 90 degrees to the 
first, is then placed on the front side of the TN cell. 
The LC molecules distant from the boundaries can 
change their orientation when an external field is 
applied. A variation in transmission through the TN- 
LC cell is established by perturbing the orientation of 
the directors in the cell with an electric field and 
altering the orientation of the light polarization with 
respect to the front polarizing filter. The electric field 
for each pixel is controlled by active matrix thin film 
circuits commonly made from amorphous silicon 
transistors fabricated on glass substrates. 

The viewing angle problem with conventional LCD 
devices results from the perturbation of the director 
orientation by the electric field being in the direction 
of the surface normal. At intermediate gray levels, 
the directors are lilted obliquely in the display plane, 
and the intensity of light transmitted becomes a 
function of the incident angle relative to the director 

8 orientation. 

For higher electric fields the director becomes 
predominantly normal to the surface and the light 
deflection is reduced. At certain viewing angles, the 
expected reduction in brightness reverses and an 
increase in brightness occurs. 

Three notable approaches have recently been   ^ 
introduced to reduce the viewing angle artifact. 

.      Retarder films: Negative birefringence films are 
placed at the entrance or at the exit (or both) of 
the LC structure.14'I5 

.     Multidomain TN LCDs: For each pixel, two, 
four, or more subpixels each with a different 
orientation in the alignment layers are   < 

. . 10. 16   •■ - employed... •.   -,■<: ;.-,!r:-~?---;:-: ::;;/_„.---;; .- 

.     In plane switching (IPS): Electrode pairs are 
positioned on the side of the LCD pixel structure 
such that the electric field rotates the director in 
the plane of the display.' 

Retarder films provide global correction but, because 
of the complex and varying director configurations, 
do not provide a full solution. Multidomain designs 
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aWri!^T° H 
f0UKC",,S Pr0V1'de S°me aVeraSinS °f ^e artifact and are being widely used in the new 

generation of wide viewing angle AM-LCD devices 
that will reach the market in late 1998   IPS is 
particularly attractive in that it resolves the artifact 
problem at its source by maintaining the director 
orientations in the display plane. Electric fields are 
typically provided by interdigi,ated electrodes formed 
on the entrance side of the structure.8 A multitude of 
combmat.ons or variations of these approaches are 
now being considered and have great potential for 
high fidelity applications.10-'2 

Essentially all AM-LCD devices currently 
manufactured provide full color images   These 
devices have additional color filter layers that 
degrade optical contrast performance and reduce 
brightness. Specifically, color devices have three TN 
cells for each pixel, with each cell covered by a 
different color filter. For high quality color, the 
narrow spectral bandpass of the filters is associated 
with low transmission. Operation of the device to 

aPhlUCe !f?e?f ^ iS d0ne by Setti"S eac» cell to a ba anced brightness. However, substantially 
bnghter gray levels can be achieved by eliminating 
the color filters w,th the added benefit of a threefold 
increase in the number of pixels and improved optical 
propernes. Manufacturing of monochrome devices 
w h large area, high pixel density, and square pixels 
will be important to utilize this technology for 
mammography. 

Field Emission Displays (FED) 
Field emission displays have phosphor screens behind 
wruch, ,s a matnx of microvacuum cells such that each 
pixel has its own cathode.19 

For most devices, the cathode consist, of a large array 
of low work function emitter microtips.17-20 Electrons 

are accelerated through the small vacuum cell to 
"npmge on ^  cathodoluminescent phosphor layer 
FEDs are sim.lar to CRTs in that electrons axe 
emitted from a cathode and accelerated toward the 
phosphor through a vacuum cell. However, they 

KiSthe image in a ,ine scan and *»» d°not 
devf,I    S        $ assoc,ated «""* raster scanned 
devices. They are notable for their high brightness 
capably and good emission characteristics 0 "a 
Lamberuan angular distribution with very good ' 

gxtech, Micron Canon, Raytheon, Candescent, 
ffcD Corp., Futaba, and Motorola) will fabricate FED 

^^viS^^-^-mai^obiieand 

^mammographytaÄdbth^rb]C 
variations resulting from electron  m s5 ' 

voltle  "hn   H        f°rPr0t0tyPe d«igns. Low 

effidfnev a Pd   rSHC0"SUme ^ P°Wer but have '»w 
de s tv   H "   rapid,f atUrati°n due t0 h,'gh «™m 
low, H eVer"thC ,0nger ph0SPh0r lifeti™ and 
owerdnver costs of a high voltage phosphor are 

complicated by an increase in flashover risk more 
«nngent surface degasification requirements, a need 
for wider vacuum gaps, and high aspect ratio spacers 
While sigmficant problems exist, the large amount of 

industrial development occurring with the-se devices 

dmeviceeVse'"tUaIly reSUk in VCry h,'gh Perfo«e 

ToLED) LigHt Emitting Di°de DtSplayS 

Among display technologies, electroluminescence 
represents an all-solid-state approach that provides 
he: mos direct conversion of electrical ene'rgy 

light. Efficiency and performance characteristic" 
depend strongly on materials and fabrication 
processes used. Electroluminescent displays (EL) use 
a phosphor under the influence of an electrk fidd to 
generate light. Electroluminescence occurs in two 
forms: injection EL (light release upon recombination 
of m nonty and majority carriers), and high field EL 
(emission ,s due to impact excitation by accelerated 

of ^ST\™n fi,m EL devices« made «P of a stack of conductors and dielectrics with a 
phosphor in the center. The thin films are deposited 
onto a glass substrate. A black thin film layer^ay be 
incorporated at the bottom of the structure to provide 
contrast enhancement. Thin film transistors can be 

dTvkS     **for high rcso,ution',ow cos" 

Rapid advances have recently been made in the 

development of electroluminescent materials    • 
Different doping elements have been used with a ZnS 

tvntTrr    g 3 Wde rangC °f emiss,"on sPe<** with typical efficiencies up to 5 Im/W (ZnS-Mn 
ZnS:TbF3, ZnS:Mn, TbF3, SrS and CeF3)' White 
monochrome emission can be obtained by mixing 
red-green and blue-green phosphors with high 
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efficiencies. Another promising design concept has 
recently been reported.consisting of a multilayer 
stacked structure with organic EL materials with 
increased efficiency and full-color capabilities. 

An attractive feature of thin film inorganic EL is the 
very steep luminance vs. voltage slope which occurs 
above a threshold. This, along with a fast phosphor 
time response, allows for a direct addressing of large 
arrays. The low voltage threshold and similar steep 
curve characteristics that have been reported for 
organic EL materials are of particular note since ^ 
inexpensive driver circuits may be employed.4"" 
Organic materials with high luminous efficiency (up 
to °\2 lm/W), low driving voltage requirements, and 
fast response times have recently been described. 
Needs for improved performance relate to chem.cal 
structure of organic thin films, organic - metal 
contacts, organic-organic layers interface, device 
structure, nonradiative recombination losses, and 
electrical degradation. Materials include complex 
metallic compounds with aromatic rings, such as 
anthracene. In early stages of development, organic 
EL presents electrical reliability issues such as 
electrochemical instabilities with formation of radical 
species, contacts degradation, encapsulation (needed 
because of air and humidity sensitivity), and low 
thermal tolerance. 

The low voltage and high efficiency of the organic 
devices has made them of particular interest. Since 
they operate like an array of light-emitting diodes, 
they have been referred to as organic light-emitting 
diodes (OLED) displays. They are regarded as the 
technology having the most promising long range 
potential but requiring significant materials research. 

Suitability for Digital Mammography 
The state of the art of current display technologies is 
sufficient for soft-copy display in digital 
mammography, provided that software functions are 
provided to overcome limitations of: 

-•     Spatial resolution 
• Limited luminance 
• Dynamic range. 

Digital mammography examinations produce data 
sets immensely larger than can be presented or 
perceived at one time. A standard mammographic 
examination at 50 micron pixel size generates four 
images of 4,000 x 5,000 pixels each, each pixel 

comprising 10 to 12 bits. A screening study will 
usually be compared to a prior exam, and these eight 
images are the data set the radiologist must interpret. 

It is not necessary to have displays showing 4,000 x 
5,000 pixels for each image. Human visual acuity is 
limited by the density of cones in the retina's fovea: 
they are spaced at about 2 microns, resulting in an 
angular resolution of about 1 arc-min arc for the 
typical eye-lens.24 At a viewing distance of 50 cm. the 
object resolution is then 121 microns. A total of 
2,048 of these pixels add up to a vertical image 
dimension of 11.5 inches, little more than the typical 
size of a mammogram. To see finer detail than this 
on film, observers get closer, often with the use of a 
magnifying glass. An electronic magnifying glass or 
zoom feature can accomplish the same function just 
as effectively on soft-copy display, provided it is 
economically designed and essentially instantaneous 

in operation. 

While zoom and magnification functions can 
effectively overcome limitations of spatial resolution, 
limitation of dynamic range is more difficult to 
mitigate. Wide dynamic range contributes a richness 
of perceived information that cannot be recovered 
with gray scale window and level adjustments. High 
display luminance enables wide perceived dynamic 
range, particularly in the presence of ambient light. 

Current display technologies for 2,500 x 3,000 
images are suitable for digital mammography if 
computer graphic magnifications are employed, 
provided that such displays prove to have MTFs 
better than present 2,000 x 2,500 displays. Such a 
display in landscape format would allow two images 
to be displayed on each monitor and thus eight 
images on a four-monitor workstation. 

Computer processing can help to overcome some 
display limitations. High frequency enhancement 
helps compensate for display MTF and different 
threshold contrast. Equalization of brightness near 
the skin line reduces the dynamic range required. 
Still, the limited contrast of devices may reduce 
observer performance in diagnostic mammography. 
Objective data on display performance for diagnostic 
tasks is lacking. Every practical image processing 
measure must be taken to compensate for the limited 
dynamic range of the soft-copy display device. 

The suitability of the display technologies for digital 
mammography is summarized below. 
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Laser-printed film. The standard of image quality 
Suitable for use from a clinical viewpoint, but not a 
viable long-term solution because of the cost and the 
operational issues of hard-copy imaging. 

CRT monitors. Spatial resolution is adequate 
provided that proper magnification tools are provided 
by the workstation software. Brightness and dynamic 
range are hmiting factors but can be partly overcome 
hrough ,mage processing, including but not limited 
o enhancement of tissue visibility near the skin line. 

If the needed software functions are provided 
modern high brightness monitors are highly likely to 
be sufficient for primary interpretation of digital 
mammography. 

LCDs   Monochrome: units with adequate spatial 

ES aWnd ^ aVai,able Sh0n*- L"mi-- L 
than CRT m"   • °ntraf Whe" VieWed °™™ » better than CRT monitors. Its major drawback is the 

tTT °,COmraSt ra,i° W,'lh '-"--in   4w,V angle. The extent to which «his will affect dia«mo uc 
performance is unknown. Hi*h De-fnm,.,»  ia*nost,c 

sc-ilr T rn ,~,-i,    i       .'" ri,onPe''ormancegray 
scale LCD technology ,s ma,ure enough to be 
evaluated ,n comparison to CRT for mammography 

FEDs and OLEDs. Both FED and OLED are 
promising technologies that offer potential for hi*h 
brightness flat panel displays with wide viewina ° 
angle, when and if the present manufacturing and 
materials science problems are resolved. FED and 
ULfcO have demonstrated potential and should be 
encouraged as future alternative display technologies 

Research Priorities 

Short term 

Intermediate term 

Long term 

Update the body of work related to CRT evaluation 

■   C.^ta, a. shm.tmn „ proposed abovo wiih ^ devdopmeM ^ |teB 

Research materials and device structures for new display technology 
-Techniques for manufacturing FEDs «cnnoiogy. 
-Long life, high luminance OLED materials      "■< '■.:.."-. 
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Session 3: Computer Software and Workstation Design 

Current State of the Art 
Over the past decade, substantial resources have been 
directed at the development of digital X-ray detection 
systems for mammographic imaging. Currently there 
arc several companies with full-ficld-of-view digital 
mammography systems seeking FDA approval for 
marketing. In order to obtain this approval, 
manufacturers need to show equivalence in diagnostic 
accuracy and dosage between current screen-film 
technology and digitally acquired images printed onto 
laser film. However, it is anticipated that direct 
digital acquisition of mammographic data will 
ultimately offer more than just a replacement for 
screen-film technology. It is a technology that should 
lead to improved diagnostic accuracy. This is 
possible due to the fact that, unlike screen film 
technology, digital mammography uncouples the 
detection and display processes, allowing for 
manipulation of the image data to enhance the 
conspicuity of mammographic abnormalities prior to 
display. It is believed that, in order for the 
radiologists to take full advantage of the many 
potential computer manipulations of digitally 
acquired mammographic data, soft-copy display of 
images will be essential. 

It appears that approval for marketing of full-field-of- 
view digital mammographic detection systems is 
nearly at hand. However, issues concerning soft-copy 
display of images from these systems are only 
beginning to be addressed and they present significant 
challenges. Issues include the enormous size of 
mammographic image datasets and the wide range of 
visibly detectable gray levels needed to appreciate 
minimal differences in X-ray attenuation between 
normal and abnormal breast tissue. In principle these 
issues are solvable; however, there are severe cost 
constraints on this market that may hinder research on 
solving these problems. Reimbursement rates for 
mammographic interpretation are low and often- 
considered a loss-leader of radiologic imaging. As a 
result mammography is one the most efficiently run 
areas of any radiology department. The interpretation 
process with current screen-film technology has 
already been designed for the most efficient use of 
radiologists' time. Any soft-copy display technology 
will have to compete with this already highly 
efficient, cost restricted process. 
Radiology soft-copy display systems are only a 

fraction of a much larger global market for soft-copy 
displays and, unfortunately, mammography occupies 
only a small portion of the market for radiologic 
equipment. Hence the market forces to move this 
technology forward in mammography are weak. In 
sponsoring this workshop, the PHS OWH and the 
NCI have stepped forward to identify roles that NIH 
might take in helping to mature this technology 
toward its clinical acceptance and implementation. 
Session 3 of this workshop addressed the issue of 
workstation design, summarizing current state of the 
art, identifying gaps in understanding and technology, 
and prioritizing a research and development agenda. 

Clinical State of the Art 
Speed, simplicity, and intuitive image review are 
essential components of a clinically acceptable 
workstation for mammography. There are currently 
no soft-copy workstations that would be acceptable to 
radiologists as a replacement for today's film and 
light box technology for mammography. However, 
several existing laboratory systems are exploring and 
defining key features that will be important to the 
clinically acceptable soft-copy workstation. • 
There are two environments, screening and 
diagnostic, in which mammography is performed, and 
workstation designs need to take into account 
radiologists' needs in both environments. 

In the screening environment, speed and ease of 
image review are of paramount importance. In this 
setting, two views of each breast (craniocaudal and 
mediolateral oblique views) from the current exam 
are compared to the same views from a prior year. 
Not infrequently, there is also the need to compare 
the current exam to multiple prior years. Thus, at a 
minimum, a soft-copy workstation must be capable of 
displaying at least eight different images (two views 
of each breast, current and prior). With current 
detector technology, this means that workstation must 
be capable of handling a minimum of 320 Mbytes of 
raw image data per examination. On a light box.ihe 
arrangement of films allows for symmetry£~g%\ 
comparisons between opposite breasts, confirmation 
of findings on both the craniocaudal and oblique 
views, and assessment of interval changes with prior 
exams. With current mammography film 
multiviewers, these eight projections can all be 
viewed at the same time, such that only simple head 
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make^T *" "***"* by the radiolo^< <° make these vanous comparisons. The images are 
then reviewed a second time, using a magnifying 
glass to .,d identification of microcalcifications and 
architectural distortion and to help character.™ 
morphological features of soft tissue masses and 
«Icficauons. Although a lot happens in the review 

thP ZTTnS mamm°Sram-Ihe Perceptual skills of 
he rad.ologists are highly trained a. these tasks and 

Posit,?" tyP'f1!y * C°mpleted "'" ab°Ut °"e mi- ' Positioning of the next patient exam on the 
multi viewer takes a fraction of a second and 
workstations will need to be able to handle near- 
.nstamaneous presentation of image data for the next 

In the diagnostic environment, speed and ease of use 
of the soft-copy workstation are similarly important2 

However, film arrangement and manipulation are 
much more variable than in screening, and are likely 
to present more of a challenge to technology and 
system developers than will be required for the 
greening mammography workstation. Images that 
will requ.re v.ewing will include the standard 
cran.ocaudal and mediolateral oblique views prior 
mammographic exams, tailored mammographic views 
(e-g-, straight mediolateral, magnification spot 
compress.on, rolled, and implant displacement 
views), as well as images from other modalities 
ultrasound, MRI), and new imaging techniques 

(digital tomosynthesis). Further complicating the 
display «sue* that the same images will also need to 

enhirl5    SeqUe0t t0 imag,'ng Pr0CeSsin= «** * enhance the consp.cuity of specific findings (e e 

whicS-l diSt°rti0n)- N0t °n,y d0CS the ™™ in wh ch radiolog.sts view all these images differ from 

Lo nf: ? radl0lOgiSt' but a,S0 for an '•"dividuar 
radologist the v.ew.ng pattern will vary from case to 
case   To replace the mammographic view box 
wor.kstat.ons "i" have ,0 permit the radiologist to 
navigate through hundreds of megabytes of d U 
speeds approaching those of the head and eye 
movements of the radiologist. 

Technical Overview of State of the Art 
Current state-of-the-art computer technology is 

fcnctin   ? * adCqUate f°r ^P'ennentation of 
funconal acceptable clinical workstations. 
Although the storage needs for a breast imaging exam 
w. I be greater than that of any other radiolog,"8 

os fSat      °8y' USC °f" °ptica' disc' i«. ™* lossless data compress.on (3-5:1 ratios) will permit 

Di8"al DuP">y* ™d Workstation Design' 

Storage of several venr* of 
single patient. Wh^J TiT"8* ^ f°r »* 
transferred frorr^t«     ^^ data ca" be 

and Gigabit EtZZ??* ^ V'a hi^h sP«d ATM 
the woLat"Q 1)^7™™ —^ ™ 
data wil, be essenfia ,Sy S^f ^ °f 

of DRAM7 or video RAM»?      l$     ^ am°Un,S 

permit the n«..^-^^ ^ deS''gned t0 

acrv« i„ .h      i   °   7° gain near instantaneous 
access to these large datasets. However less 
expensive solutions, such as more direct'data transfer 
pathways or software optimization for existing a 

ransfer schemes could be implemented. We 

boardstat convert 12and,6bit data down tolOor 
8 bit data are currently on the market and will 
facilitate rapid data manipulation at the workstation 
For image viewing, 2K x 2.5 K video monitorste 
currently being used in prototype digital 
mammography workstations, and with the proper 
■mage handling and manipulation tools are thought to 
be adequate for first generation workstations   ife 
prec.se number of CRTs needed in a workstation 
reqmres further study. However, one» and two6" 
M x 2.5 K monitors have been used in prototype 
workstations for screening mammography. 

As with other radiologic imaging modalities, 
standards haye been developed for handling image 
and image related demographic data (DICOM 
NEMA97J andHL7rHL7P94], Use of^l 

standards in digital breast imaging is obviously 
essenual, as mammography workstation will need to 
tap into existing picture archiving and 
co™nication> radioJogy infonnatJoni and 

information systems. Prototype workstations that use 
these standards have already been developed that 
connect to existing PACS, RIS, and HIS.9 

Despite the fact that current display technologies are 
considered adequate for the first generation of 
mammographi, workstations, there are a number of 

technology 0n the horiz°" that could markedly 
enhance soft-copy display, „« only in mammography 
but rad.ology ,„ general. These include such 

than currently used CRTs, and 20 megapixel displays 
(as opposed to currently used 5 megapixel disphTys) 

,wh!ch may come to the market in the future. 

Image Preprocessing/Handling 
Image processing is an area that is critical to the 
success of soft-copy workstations not only for 
mammography, but also for other projection 
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radiographic techniques such as bone and chest. 
Some of the issues are the same regardless of body 
part being imaged; others are specific to 

' mammography. For soft-copy displays in general, it 
is important to define a "default image," which will 
have identical perceptual characteristics regardless of 
the system on which it is being displayed. This is 
important, as not only do CRT characteristics change 
from one manufacturer to another, but identical 
models of CRT's differ from one another as they 
come off the production line and as they are used. 
Thus, if the fidelity of the image is to be maintained 
so that it has an identical appearance regardless of the 
manufacturer or age of the workstation, workstation- 
specific processing will be necessary to achieve this. 

Mammography-specific image processing includes 
methods for enhancing the conspicuity of pathologic 
findings. Unlike many areas of radiology, there are 
relatively few features that are used by the 
radiologists to detect and assess breast abnormalities. 
These include mass shape and margins, calculation 
morphology and distribution, and architectural 
distortion. Algorithms that enhance the conspicuity 
of these features hold great promise for increasing the 
sensitivity and specificity of mammography. In 
addition, one of the hoped for benefits of digital 
mammography is improved visualization of pathology 
in the mammographically dense breast. With current 
screen-film techniques, dense breast tissue is known 
to obscure even clinically obvious cancer. However, 
digital mammography permits image acquisition to be 
uncoupled from image display, allowing the acquired 
data to be manipulated in ways that may permit better 
assessment of the mammographically dense breast. 

Other software techniques that will be critical to the 
success of mammography workstations is the use of 
"computer intelligence" to help the radiologist sort 
through the enormous amounts of data that digital 
acquisition and processing will present to the 
radiologists. This includes intelligent pre-hanging of 
individual images from a study, and perhaps 
intelligent strategies for navigating through the vast 
amounts of image data. These intelligent hanging and 
navigation schemes will need to take into account 
work flow that is common to all radiologists as well 
as the individual radiologist's specific work habits. 

Integration of CAD with Workstation 
Design 
CAD (computer-aided diagnosis) in mammography is 
the detection of a potential abnormality or the 
diagnosis of an abnormality made by a radiologist 
who takes into consideration the output from a 
computer analysis of the mammogram.-'   CAD is 
being used to aid radiologists in both the screening 
and diagnostic mammography settings. Output from 
CAD programs include localization of potential 
abnormalities, indications of the likelihood of 
malignancy, and more controversially, quantitative 
risk assessment based on the mammographic density 
of the breast. Many observer performance studies 
have shown that the use of computer output improves 
radiologists' performance in mammographic 
detection and classification tasks.1-10 However, 
integration of CAD into the daily practice of 
radiology is far from routine. One reason includes 
barriers to its easy use. Current programs are 
designed for digitized film mammograms, and the 
digitization process is cumbersome and time 
consuming. Direct digital mammography should 
greatly facilitate CADs use, and modifications to 
existing software to accommodate the image 
characteristics of direct digital data is not anticipated ' 
to be a significant barrier. 

As a result of the potential impact of CAD on 
mammographic practice, design of soft-copy 
workstations will need to take into account how to 
efficiently implement the use of CAD in both 
screening and diagnostic workups. This includes 
interface design issues, such as when and how CAD 
output is used by the radiologist, and the form of that 
output (graphical, text, or both). As with other areas 
of workstation design, CAD needs to be fast and easy 
to use and will almost certainly need to accommodate 
user-specific preferences. 

CAD and Observer-Controlled Post 
Processing 
The theme of simplicity and ease of use for the ; 
interpreting radiologists will also need to guide the 
integration of signal post-processing into     .    .     __■' 
mammographic workstation design, as has been noted 
many times above. Once post-processing algorithms 
have been developed that highlight the conspicuity of 
specific mammographic findings, the method of 
controlling use of these algorithms and the 
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presentation layout of resulting images will need to be 
carefully thought out and tested. In ail likelihood 
strategies to control the use of post-processing and 
layout presentation will be different in the screening 
and diagnostic environments. 

One control strategy that is being contemplated is the 
use of CAD to guide the presentation of images based 
on the type of pathology that is identified by CAD. In 
the screening environment, high sensitivity is 
obviously desirable, although there is a direct 
relationship between the sensitivity and the number of 
false positives presented to the interpreting 
radiologists. Likewise, in the diagnostic 
environment, high specificity is desirable, but this 
comes at the expense of false negatives. Workstation 
adjustments for individual radiologist's sensitivity 
and specificity preferences will be necessary in both 
environments. 

Regardless of any predefined strategy forcontroilin* 
the use of post-processing algorithms and image     ° 
layout, it is inevitable that some amount of user 
control will be necessary. Specific tools mat 
radiologists will want to use will include those that 
permit rearrangement of images, image zoom-and- 
scroll, image magnification, image equalization, and 
near instantaneous application of pathology-specific 
enhancement algorithms. It is important to realize 
however, that the clinically successful workstation' 
will likely require minimal, if any, need for user 
controlled image manipulation for most cases. 

User Interface and Reading Environment 

fhVemuWcfhhard7rare-and S°ftWarC that mi^ ™»"" he much hoped for .movements in diagnostic 
accuracy that d,g,«.| mammography may offer if 
rad.ologists' ability to get at this information i  not 
intuitive and easy, clinical acceptance of this 
technology will be problematic. As with current 
screen-film and light box technology the 
radiologists' attention and eyes need to be primarily 
focused on reviewing and assessing the images, not 
on manipulating and processing them. The clinically 
successful workstation will be one that packages all 
the necessary hardware and software components into 
a workstation that allows radiologists to spend their 
time looking at the images.14 

Last, but not least, an understanding of the need to 
strictly control ambient lighting in the workstation 
area ,s needed. This is already a critical issue in 
mammographic reading rooms and will become more 
so if soft-copy workstations repiace light box 
technology. Detection of subtle differences in shades 
of gray are essential to the identification of patholo-v 
in a mammographic image of the breast. Any lev/of 
ambient lighting in the reading area hinders the 
human eye's ability to detect these differences. Since 
current CRT technology cannot match the absolute 
luminance levels of film light boxes or the range of 
visibly detectable gray levels that can be achieved 
with current screen-film on light boxes, low ambient 
light levels in the soft-copy reading area will be even 
more critical than they already are to the detection 
and characterization of mammographic 
abnormalities.2 
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Research Priorities 

Short term 

Intermediate term 

Long term 

Model radiologists' viewing and work patterns in both screening and diagnostic 
environments so that critical parameters of work flow can guide workstation design. 
Time is an essential model variable. 
Develop image management and navigation software based on the above modeling. 
Define default soft-copy images (initial view and visually enhanced images) with 
respect to contrast resolution, spatial resolution, maximum luminance, background 
luminance, and system contrast. DICOM standards should be accommodated in 
defining default display performance. 
Develop CRT-specific compensations to permit fidelity of default images (i.e., 
default images should be the same regardless of specific display device). To achieve 
this display specific processing needs to be studied to compensate for: absolute 
luminance, luminance nonuniformity, veiling glare, dynamic range, distortion, noise, 
modulation transfer, luminance range, and acquired image size. 
Use above findings and existing state-of-the-art technologies to assemble soft-copy 
workstations for digital mammography in both screening and diagnostic 
environments. Evaluate impact on diagnostic accuracy, time efficiency, cost, reader 
fatiaue and satisfaction of search in both screening and diagnostic environments. 
Develop quality control techniques to assure fidelity of standard images regardless 

of specific displays. 

Develop and evaluate feature specific enhancement algorithms (e.g.. calcifications, 

masses, and architectural distortion). 
Further develop CAD algorithms for both the screening and diagnostic 
environments. Expand work on current algorithms to increase sensitivity and 
specificity and to decrease false positives. Modify current algorithms to 
accommodate direct digitally acquired mammographic data. 
Investigate user preference issues with respect to CAD and user directed image 
processing and manipulation tools. 
Incorporate above work on feature-specific image processing. CAD and user control 
issues into efficient and easily used soft-copy workstation. Evaluate impact.on 
diagnostic accuracy, time efficiency, cost, reader fatigue, and satisfaction of search 
in both screening and diagnostic environments. . 
Model and evaluate network support needed to incorporate digital mammography in 
full functioning radiology department. 
Evaluate utility, image quality, and methods of image compression for storage and 

data transfer. 

Research perception modeling and assessment techniques to more rapidly and less 
expensively evaluate new image processing algorithms and changes in soft-copy 
display technology (e.g., monitor brightness, monitors with higher and more umform 
modulation transfer) on observer performance in radiology. _ 
Evaluate and incorporate new display technologies into mammographic 

workstations. 

"A few members in the working group felt that, if first generation workstations are evaluated without CAD. 
they may fail and, thus, incorporation and evaluation of CAD in first generation workstations is crucial. 
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Session 4: Image Perception and Workstation Design for 

Mammography   

This statement starts with a review of the sources of 
error in mammography. We indicate that at least half 
of the errors are due to faulty image perception. We 
then describe some of the principles of perception 
and show how understanding them can benefit 
mammography. The research that is needed to 
achieve these benefits is outlined. In the short term it 
is important to understand display system and 
environment tradeoffs that affect the detection and 
discrimination of abnormalities in mammography and 
to use this information to improve user interfaces. 
The long term goal is to develop predictive models 
that allow calculation of how to improve human 
performance by changes in images, detectors, 
displays, and the environment. 

The Importance of Image Perception to 
Mammography 
Mammography is a definitive diagnostic procedure. 
The mammographic exam whether it is film or 
digitally based is and will be the primary diagnostic 
procedure for breast cancer detection screening. 
Other imaging modalities such as MRI, ultrasound, or 
nuclear medicine are used primarily to aid in the 
diagnosis of breast cancer. A negative mammogram 
returns the woman to routine screening and a missed 
cancer becomes a missed opportunity for early 
treatment. 

About half of the cancers missed at screening 
mammography are missed for perceptual reasons. 
The actual number of cancers missed in the usual 
clinical practice is unknown. Cancers can be missed 
because the imaging technique has failed to record 
them adequately or because the reader either does not 

see the cancer or sees it and decides that it is 
something else. These can be simply classified as 
technological, perceptual, and interpretational errors, 
respectively. 

Bird ct al.1 analyzed 77 cancers that were missed 
during screening a population of about 77,000 
women.2 The results shown in Table 4-1 indicate that 
43% of the misses were perceptual, meaning that the 
cancer was recorded in the image but not seen. 

A review of 575 screening-detected cancers and 102 
interval cancers found in the Canadian National 
Breast Cancer Screening Study showed that 46% of 
the screening-detected cancers and 34% of the 
interval cancers had a previous image that showed the 
cancer not reported on the initial reading, 
are shown in Table 4-2. 

The data 

There is also a very large variation in cancer 
detection performance among radiologists. Beam et 
al. gave 108 radiologists a mammography reading 
test consisting of 79 screening mammograms.'' The 
results are summarized in Table 4-3. The median 
sensitivity of 80% indicates that on average 20% of 
the cancers known to be visible in the images were 
missed. In addition, note the wide variation in 
performance as shown by the minimum and maximum 

values. 

These data indicate that observer error is an important 
issue for mammography and that methods for 
minimizing observer error should be incorporated 
into imaging systems. This is why so much effort has 
been put into CAD. 
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Bird et al.' Ca"Cer Wth,n one *ear of screening from 

Reasons for Missed Breast Cancer 
Misinterpreted 

Overlooked 

Suboptimal Technique 

Number 

40 
Percentage 

52 

33 43 

4 5 

i«^ÄÄs^ 
Total number of cancers 

Total number of missed cancers 

Observer errors 

- One screen before detection 

- Screen at time of detection 

Technological errors 

- One screen before detection 

Occult at time of screening 

Screen cancers 

No. Pet. 

575 

218 

100 46 

28 13 

28 13 

62 28 

Interval cancers 

No. Pct 

102 

94 

35 

NA 

37 

59 

Ääs^SÄ-a.»« 
mammograms reported by Beam et al/1 

Sensitivity % 

Specificity % 

- Normal 

- Benign 

ROC Curve Area 

80 

95 

60 

0.84 

47 

37 

13 

0.74 

Maximum 

100 

100 

100 

0.95 
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The Perception of Information Displayed 
on a Workstation 
The purpose of workstations is to transfer imase 
information from the display surface to the human 
perceptual system.3-6 The efficiency of the transfer is 
influenced by (1) the matching of the physical 
properties of the display to the visual system, (2) the 
working environment, (3) the computer interface, and 
(4) the expertise of the observer. 

Matching the physical properties of the display to 
the visual system. 

Image size and spatial resolution: The effects 
of display size and pixel size on the detectability 
of abnormalities on mammograms have not been 
clearly determined. Mamrnographers typically 
use magnifying lenses when searching 
mammograms for microcalcifications. On a 
workstation this activity must be accomplished 
by a zoom and rove operation. 

Image luminance and tone scale: The ability of 
the visual system to detect a difference in 
luminance or contrast sensitivity has been 
extensively studied. It depends upon a number 
of factors, including the type of stimulus and the 
adapting luminance.7 The basic situation is 
shown in the following figure. When the 
adaptation luminance is low (the image and the 
environment is dark), the contrast threshold (CT) 
changes rapidly with the luminance. This is 
called the Rose-DeVries Region after the two 
investigators who independently modeled 
contrast sensitivity when the eye was photon 
limited. At higher luminance levels the contrast 
sensitivity is independent of changes in the 
adapting luminance. This is called the Weber 
region after the investigator who first established 
this. The thick line shows the contrast threshold 
when the eye is fully adapted at each luminance. 
The thin line shows the contrast threshold in the 
darker part of the image when the eye is adapted 
at one level (10 fL in the diagram). When 
viewing a variegated scene with alternating dark 
and light regions, the eye can never fully adapt, 
especially to the dark areas. Consequently 
objects in the dark areas are harder to see. 

Perceptually linearized gray scale: One 
approach to improving contrast perception in the 
portions of the image where contrast sensitivity is 

increased is to adjust the gray scale in the imace 
to more closely match the performance of the " 
visual system. The idea is to produce a gray 
scale transfer function that converts equal 
changes in the digital input values to produce 
equal levels of perceived contrast over the entire 
luminance range of the monitor. This is done by 
modeling the human contrast sensitivity curve 
and using it to define a gray scale transfer 
function.8 A perceptually linearized monitor 
yields better performance (detection of masses 
and microcalcification clusters in mammograms) 
than a monitor that has not been perceptually 
linearized. Krupinski and Roehrig compared 
performance when a monitor was linearized 
using the Barten curve versus performance with a 
default nonlinearized tone scale.9 

Performance, as measured by ROC Az. was 
significantly higher when the monitor was 
perceptually linearized. Monitor luminance (80 fL 
Vs 140 fL) did not influence detection performance to 
a significant degree. Eye-position recording 
indicated that there may be some influence of monitor 
luminance on overall viewing time - average viewing 
times with the higher luminance monitor were shorter 
than with the lower luminance monitor. Tone scale 
had little influence on viewing time. 

The working environment The contrast on the 
display is due to both the light from the CRT 
phosphor, and reflected light from the environment. 
The adaptation level of the eye is determined by the 
light from the display and extraneous light from other 
sources in the environment. It has been shown that 
excess light from unmasked portions of the display 
and the ambient illumination can decrease the 
detectability of microcalcifications on 
mammograms.10 This effect is due to both loss of 
display contrast and decreased visual contrast 
sensitivity. 

The computer interface. The arrangement of the 
images on the display, the use of image processing 
tools, and the control of the computer interface have 
not been studied carefully enough in mammography. 
The success or failure of a workstation may depend 
more on the way it functions than on the quality of the 
images. Time and motion studies are an important 
and efficient way to design proper and useful 
computer human interfaces." These principles have 
been applied to workstations for other imaging 
applications.12 
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The expertise of the observer. Knowledge and 
experience ciearly play a roie in the interpretation of 
mammograms. Familiarity with the image content 
and the task influence diagnostic performance and the 
way that readers search the images. Krupinski found 
that readers with more experience tended to detect 
lesions earlier in search than readers with less 
experience; but readers with less experience tended to 
spend more time overall searching the images and 
covered more image area than those with more 
experience.13 Nodine et al. also observed that 
experienced readers are characterized by speed and 
efficiency.14 

Models for Image Perception 
It is impossible to test clinically every change in an 
imaging system. The solution is to develop a model 
that will predict how system changes will affect 
performance. These models have the following form. 

detectability = 
(tareet properties) * (system properties) 

(system noise) 

Decision theory models have been developed that 
relate the performance of an ideal observer on a 
specific task to the physical properties of the image. 
17 Models can be used to predict how changes in the 
physical properties of the imaging system (contrast, 
unsharpness, noise) will affect performance. This 
type of modeling is currently being extended to 
include backgrounds that are very similar to those 
found in mammograms. 

Measuring Observer Performance: 
Accuracy and Process 
When comparing film versus workstation viewing of 
radiographic images, a number of factors relating to 

process and accuracy can be evaluated. The most 
important question that must be addressed is whether 
diagnostic accuracy using a workstation is at least as 
good as that when viewing film images. There are 
accepted measures of diagnostic accuracy that can 
and should be used in an objective assessment of 
observer performance. Although receiver operating 
characteristic (ROC) studies can be time-consuming 
and laborious, they do measure diagnostic 
performance reliably and they also permit valid 
statistical comparisons between viewing modalities. 
Other measures, such as sensitivity and specificity, 
and positive and negative predictive value are also 
accepted objective measures of diagnostic 
performance that can be derived without doing an 
ROC based study; however, they are biased by 
differences in the use of diagnostic criteria and by the 
prevalence of abnormality. Other measures and 
alternatives to ROC analysis (e.g., alternative forced- 
choice protocols) also exist and can be used as 
objective measures of observer performance. 
Subjective measures are useful and informative, but 
should not be used as the sole means of deciding 
whether one display modality is better than another. 
Subjective assessments of image quality should 
always be accompanied by objective measures of 
performance. 

Measures of the process of reading images are also 
important because they are the determinants of 
efficiency and fatigue. These measures include 
viewing time, number of operations performed during 
viewing, times associated with viewing particular 
parts of a display, such as the time spent looking at 
the diagnostic image versus the menu on a computer 
display, and times associated with different diagnostic 
decisions. The time spent viewing various parts of 
the image and specific diagnostic decision times can 
be estimated from eye-position recordings. 
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Research Priorities 
Short term 

Intermediate term 

Long term 

•   Conduct psychophysical studies of the effect of display parameters on detection and 
discrimination of diagnostic features in mammograms: 
- Determine the effects of major display parameters on human detection and 

discrimination of diagnostic features in mammograms. This includes studies of 
spatial resolution, luminance, contrast range, system noise, ambient illumination 
and glare. 

- Phantom studies are appropriate, but the relationship between performance on the 
phantom and performance on real imagery must be established. It is highly likely 
that the most useful results will be derived from studies of hybrid images 
consisting of realistic backgrounds that have well-characterized abnormalities 
added to them. 

- Preference studies may be used in a complementary fashion but should not be 
used in lieu of objective metrics, such as receiver operating characteristic (ROC) 
parameters, forced choice parameters, observer signal-to-noise ratio measures, or 
sensitivity and specificity. 

•   Conduct time and motion studies on the performance of image reading tasks in 
mammography: 
- Develop models of the workflow of the radiologist during image reading tasks. 

Include as metrics the time to perform operations and the number of independent 
operations required to complete a task. The accuracy of models should be 
verified by comparison to the actual radiologist performance. Eye position 
studies can be helpful for defining where attention is directed during various 
tasks. These data will be useful for the system designer working on the display 
interface. 

•   Determine the effect of image navigation and different display protocols on the 
detection and discrimination of diagnostic features in mammograms: 
- With film on an alternator, numerous images both present and past, can be viewed 

simultaneously in their entirety, and a magnifying glass can be used to detect 
microcalcifications. With monitors, the number of images displayed at full 
resolution is limited and a magnifying glass does not have the same effect with the 
monitor as with film because the actual pixels become visible. Some display 
protocols will be more fatiguing than others and may even affect diagnostic 
performance if they are too tedious and complicated. 

• Develop computational models for predicting human detection and discrimination 
performance using real mammograms: 
- Testing every change in the physical parameters of an imaging system on decision 

outcome is not feasible. A predictive model would be much more useful, and 
scientific effort should be expended on model development. 

• Study the effects of fatigue and vigilance during screening tasks: 
- In the general screening environment the detection of an actual lesion is a 

relatively rare event. Vigilance is required at all times by the mammographer in 
order to avoid missing these rare events. Although vigilance and fatigue have 
been well studied in areas such as the detection of targets using radar, the topic 
has not been studied well in radiology. The added factors of viewing images on a 
monitor and diverting attention from the diagnostic to the menu or other icons on 
the monitor may prove to be important factors. 
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Image Quality Degradation by Light Scattering 
in Display Devices 

Michael J. Flynn and Aldo Badano 

Veiling glare and ambient light reflection can signifi- 
cantly degrade the quality of an image on a display 
device. Veiling glare is primarily associated with the 
diffuse spread of image signal caused by multiple light 
scattering in the emissive structure of the device. The 
glare ratio associated with a test image with a 1-cm- 
diameter black spot is reported as 555 for film, 89 for a 
monochrome monitor, and 25 for a color monitor. 
Diffuse light reflection results from ambient light 
entering the display surface and returning at random 
emission angles. The diffuse reflection coefficient (lu- 
minance/illuminance, 1/sr) is reported as 0.026 for 
film, 0.058 for a monochrome monitor, and 0.025 for a 
color monitor with an antireflective surface coating. 
Both processes increase the luminance in black re- 
gions and cause contrast reduction. Specular reflec- 
tions interfere with detail in the displayed scene. The 
specular reflection coefficient (luminance/luminance) 
is reported as 0.011 for film, 0.041 for a monochrome 
monitor, and 0.021 for a color monitor with an antire- 
flective coating. 
Copyright© 1999by W.B. SaundersCompany 

KEY WORDS: display, image quality, glare, reflection, 
contrast. 

RADIOGRAPHIC DISPLAYS are designed to 
convey the visual information in an image to 

an observer. To achieve this goal, light is generated 
or modulated in intensity within structures that may 
have multiple layers. Light photons have numerous 
opportunities for scattering when traveling through 
these layers to the human visual system receptors. 
In some cases, light scattering can improve image 
quality. For instance, in emissive electronic de- 
vices, multiple scattering of light within a phosphor 
layer produces a quasi-Lambertian angular emis- 
sion distribution that makes the display brightness 
independent of the viewing angle. In other situa- 
tions, scattering processes degrade image quality. 
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This article addresses the deleterious effects of light 
scattering in display devices with respect to veiling 
glare and to ambient light reflections. A review of 
the physics and characteristics of such effects is 
presented, and the differences between currently 
available medical imaging cathode-ray tubes (CRTs) 
and flat panel displays (FPDs) are noted. 

Veiling glare is primarily associated with the 
diffuse spread of light caused by multiple scattering 
processes in display devices. For example, in CRTs, 
the thick faceplate of the vacuum bulb causes 
multiple internal reflections that result in unwanted 
veiling glare. The observed result is a low- 
frequency degradation of image quality perceived 
as a reduction in contrast. This phenomenon is 
present in all imaging systems and has been studied 
in detectors,1"3 in lenses,4 and in the human eye.5'6 

Ambient reflections from room lights can con- 
taminate the primary luminous signal of the display 
device. The display reflectance generally is consid- 
ered as a superposition of specular and diffuse 
components. Specular reflections are mirror-like 
reflections that superimpose a highly structured 
pattern on the desired image. The diffuse compo- 
nent causes a uniform added background that 
affects the blackness of the device and reduces 
contrast. The luminous intensity in the room where 
radiographic display devices are used varies greatly, 
from the relatively dark radiology reading room to 
bright rooms associated with areas of patient care. 
Thus, the degradation of image quality from ambi- 
ent lighting is a function of both the ambient 
illumination of the display device and the relative 
ambient reflection for both specular and diffuse 
components. 

Minimizing the effect of light scattering on 
image quality is of particular importance in radiog- 
raphy because of the wide signal range and low 
noise inherent in the recorded image. Transillumi- 
nated radiographic film provides a display with a 
wide range of luminance and little deleterious light 
scattering. However, when radiographic images are 
displayed using electronic devices, the quality 
observed often is degraded owing to light scattering 
that contaminates dark regions of the image. Herein 
we report measured results for veiling glare and 
ambient reflection, which can be used to estimate 
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the potential for high-quality display. The results 
for several CRT devices are compared with measure- 
ments made using radiographic film. 

primarily with resolution loss.10 FPD devices typi- 
cally have thin cover plates, which limit lateral 
spread from multiple internal scattering.11 

VEILING GLARE 

Radiographic images displayed using transillumi- 
nated film do not suffer significantly from degrada- 
tion by veiling glare. Modulation of the luminance 
occurs within a very thin emulsion layer containing 
darkened grains. Although extensive scattering 
occurs, the small thickness prevents light photons 
from traveling laterally over distances that would 
degrade image quality. 

In general, CRT display devices are not able to 
maintain veiling glare to the low levels associated 
with radiographic film. In CRTs, the emissive 
structure is designed to direct all light rays toward 
the viewer. This is achieved by placing a highly 
reflective backing in the vacuum side of the phos- 
phor layer. Light generated in the phosphor grains 
must then travel through a thick faceplate where 
multiple scattering events occur before the light 
reachs the human eye. The limited absorption of 
light by the phosphor layer encourages multiple 
scattering of photons within the faceplate. Lateral 
light diffusion in CRT emissive structures causes 
luminance spread functions with tails that extend 
over the entire viewable area. This diffuse compo- 
nent over large areas degrades the maximum con- 
trast capabilities of the device. 

In addition to the optical scattering in emissive 
structures, veiling glare is caused by backscattering 
of electrons and from light leakage through alumi- 
num-layer nonuniformities (cracks and holes). In 
color tubes, the black matrix that separates the 
phosphor dots contributes to color purity and 
reduces the lateral spread of light. As a conse- 
quence, the electronic contribution to veiling glare 
is known to be larger than the optical component, 
particularly for tubes with a shadow mask design.7"9 

In general, the optical veiling glare of color CRT 
devices is less than that of monochrome devices, 
but the contributions from backscattered electrons 
are greater. 

In FPD devices, the thin pixelated structures 
used to generate the image signal produce veiling 
glare effects that are significant only at short ranges 
and are not important at long distances from bright 
fields. For instance, in liquid crystal displays, light 
diffusion (referred to as optical cross-talk) is local- 
ized mostly to adjacent pixels and is associated 

Characterization of Veiling Glare 

The degradation of contrast resulting from veil- 
ing glare can be described by measuring the 
luminance level in the center of a dark spot caused 
by a bright ring with a given radius and with small 
radial thickness. The relative luminance at the 
center as a function of the radius of the ring can be 
defined as the ring response function. For shift- 
invariant systems, the ring response function is 
equivalent to the one-dimensional image point- 
spread function expressed as the number of photons 
that emerge toward the viewer at a given distance 
from the point source. The increase in luminance in 
dark regions of an image is associated with light 
originating at points within bright regions. For a 
large circular bright field with a dark circular 
region in the center (such as in Fig 1), the central 
luminance can be related to the integral of the 
veiling glare ring response function from the radius 
of the dark region to the radius of the bright region 
(Fig 2). 

Using light transport Monte Carlo simulation 
techniques, the ring response function of display 
devices can be computed by tracking individual 
light photons coming from a point source. The 
number of photons that exit the emissive structure 
from within a ring area and within a specified solid 
angle is related to the total number of photons. 
Using this approach, the trade-offs between display 
brightness and veiling glare have been investi- 
gated.12-13 The predictions show that reduction of 
the ring response function tails can be achieved by 
increasing faceplate glass absorption or by using 
absorptive black matrix between monochrome phos- 
phor dots.11-14 

The veiling glare ring response function of CRTs 
has extended tails and can have peaks associated 
with the geometric dimensions of the emissive 
structure. A computed ring response function is 
shown in Fig 2. By convolving a dark spot test 
pattern with a ring response function typical of 
conventional CRTs, the resulting degradation can 
be illustrated. The pattern on the right side of Fig 1 
depicts the expected reduction in contrast. The 
diffuse component is observed clearly in the image 
data profiles shown below the image. This increase 
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the dark spot, ie, the glare ratio defined as LII/L» ""minance ,„ the bright region relative to the luminance in 

of luminance in the dark regions is associated with 
degradation of contrast. 

Measurement of Veiling Glare 

To date, no published standard defines experimen- 
tal techniques to measure the veiling glare charac- 

le-05 

teristics of display devices. Generally, the ratio of 
maximum luminance to minimum luminance (con- 
trast ratio) is measured for a specific test pattern.8-15 

Investigators from the National Institute of Stan- 
dards and Technology have reported results using 
black squares of varying size on a white back- 

Fig 2. A typical ring response func- 
tion for a monochrome CRT that has 
been computed using Monte Carlo simu- 
lation techniques. The integration over 
the ring area from 2 to 10 cm represents 
the contribution to the luminance of a 
2-cm radius dark spot from a 10-cm 
bright region. 
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ground.16 Differences in the shape and relative size 
of dark and bright regions in the test pattern 
produce different results and prevent comparison of 
the veiling glare characteristics of display devices. 
In addition, especially for liquid crystal displays, 
the use of a contrast ratio can lead to confusion 
because often it is computed by measuring bright 
and dark luminance levels using uniform fields. 

For experimental measurements of the veiling 
glare characteristics of a display device, a useful 
test pattern is a small black circular spot sur- 
rounded by a bright circular region. The glare ratio 
for this test pattern can be defined as the ratio of the 
luminance in the center, measured without the dark 
spot, to that measured with the dark spot present. 
However, the measured glare ratio will be different 
for test patterns with different radii for the dark and 
bright regions. If the glare ratio is measured for 
many different dark region radii, the ring response 
function can be obtained by differential analysis. 
Measurements with a single test pattern are more 
typically used to compare the veiling glare charac- 
teristics of different display devices. 

Measurement of the low luminance signal in the 
dark region of a test pattern is difficult because light 
coming from the surrounding bright region can 
directly enter the probe. The human visual system 
is particularly good at viewing information in dark 
regions surrounded by bright fields. As such, the 
eye is an excellent detector, with little intrinsic 
veiling glare. The lack of veiling glare is in part 
attributable to a reduced directional sensitivity in 
the retina to obliquely incident light coming from 

light scattered near the eye lens.5'6'17 Conventional 
camera systems with lenses have significant intrin- 
sic veiling glare (~1% to 2%), which is caused by 
light scattering in the optical components, particu- 
larly at lens interfaces and aperture edges.4'18 For 
camera lenses, the veiling glare often is referred to 
as flare. 

We previously reported the performance charac- 
teristics of a luminance probe designed to measure 
the glare ratio of circular test patterns having very 
small black regions (Fig 3). A highly collimated 
probe with no lens is used to minimize contamina- 
tion from bright surrounding regions. Using this 
probe, glare ratios greater than 1,000 can be 
measured reliably. The probe has been used to 
demonstrate the minimal veiling glare of transillu- 
minated film using circular test patterns having a 
film density range of about 3. The results reported 
in this article were achieved using a probe similar 
in design to that used in our previous work19 but 
with additional collimation and a high gain detector 
(model SHD-033; International Light Inc, New- 
bury Port, MA). 

AMBIENT LIGHT REFLECTIONS 

Radiographic films have a coating on the emul- 
sion layer that greatly reduces specular reflections. 
Because this coating is in contact with the emulsion 
layer, the optical characteristics of the image are 
not affected. The diffuse reflectance is relatively 
modest because the blackened grains in the emul- 
sion layer will absorb a certain fraction of light. 
Although diagnostic interpretations are done in 

Fig 3. Photometric probe for measur- 
ing veiling glare characteristics. A highly 
collimated probe is used, with a photo- 
diode detector and light filter to mea- 
sure the luminance in a black spot with- 
out signal contamination from the 
surrounding bright region. 
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rooms with specially arranged dim lighting, radio- 
graphic film still can be viewed relatively well in 
bright rooms, as often is required in areas of patient 
care such as the emergency room. 

Because of the nature of CRT emissive struc- 
tures, a large fraction of the light that illuminates 
the device is reflected either at the first surface or 
from multiple internal scattering. A rough surface 
coating cannot be used because it will blur the 
image detail owing to the thick glass faceplate. 
Light that enters the faceplate and strikes the 
phosphor layer encounters a structure that, by 
design, has high diffuse reflectance. The phosphor 
structure consists of small grains in a binder with a 
reflective backing. Similar to radiographic screens, 
this structure is designed for good light emission 
with little absorption. Thus, the monochrome CRT 
devices used for high-resolution radiographic dis- 
play typically have very poor characteristics with 
respect to both specular and diffuse reflection of 
ambient light. This has forced the use of very dark 
rooms for diagnostic interpretation and has se- 
verely handicapped the deployment of electronic 
imaging systems in patient care areas. 

To dampen specular reflections, antireflective 
(AR) structures can be used. AR coatings typically 
consist of several thin film layers designed to 
reduce the reflectance of the front surface by 
increasing the light transmission into the faceplate. 
Normally, AR coatings also include a conductive 
layer that dissipates the static generated at the front 
surface and helps maintain a dust-free surface.20'21 

The reflections from AR coatings can have a color 
shift when illuminated with a broad-spectrum light 
source because of the wavelength dependency of 
the thin film response. However, by decreasing the 
reflection of incident light, AR coatings may in- 
crease diffuse reflections because more light enters 
the faceplate. The effectiveness of AR coatings is a 
compromise between the specular and diffuse com- 
ponents of ambient light reflection. 

To reduce diffuse reflectance, CRTs may use an 
absorptive faceplate that will attenuate light that 
may scatter several times in the glass. For a 
faceplate with a transmittance of 1/2, the diffuse 
reflections will be reduced by at least a factor of 1/4 
because the reflected light will travel through the 
glass twice. Typically, more reduction is found 
because of the oblique directions that the reflected 
light may travel and because of multiple internal 
scattering. However, this reduction comes at the 

FLYNN AND BADANO 

expense of a reduction in display brightness of 1/2. 
In color monitors, the black matrix material be- 
tween phosphor cells is of considerable benefit in 
absorbing incident light without reducing bright- 
ness. Thus, the design of color monitors is advanta- 
geous from the standpoint of both veiling glare and 
ambient reflection. However, to date, black matrix 
phosphor technologies have not been used with 
high-brightness monochrome phosphors. 

Ideally, a display device will have an AR coating 
and a design that specifically absorbs ambient light. 
New flat-panel display devices offer opportunities 
for the absorption of ambient light that are not 
possible with CRTs. New active matrix liquid 
crystal display devices are being designed to opti- 
mize the absorption of ambient light for use in 
sunlit applications such as for avionic devices.22 

New devices may be able to achieve better ambient 
light reflection performance than is currently expe- 
rienced with radiographic films. 

Characterization of Display Reflections 

The reflectance of display devices can be charac- 
terized by separate components involving specular 
and diffuse light scattering. Specular reflections 
produce distinct virtual images at the display 
surface that mirror luminous objects in the room. 
The reflected luminance Ls can be related to the 
source luminance Ls by Rs = Ls/Ls, where Rs is the 
dimensionless specular reflectance coefficient. 
Specular reflections can severely degrade image 
quality in specific regions by adding interfering 
structured signal to the image content and by 
causing localized regions of contrast reduction. 

Ambient illumination of the display surface also 
will produce diffuse reflections with no detail and 
similar intensity over the entire screen. Typically, 
light photons will strike the display surface and 
emerge with a broad angular distribution caused by 
surface roughness and multiple scattering pro- 
cesses. Diffuse reflections can be characterized by a 
coefficient defined as RD(9, cf>) = LD(6)/I(<j>), where 
LD(G) is the diffusely reflected luminance measured 
at the angle 6 from the surface normal, and I(<(>) is 
the illuminance at the surface from light impinging 
at an angle $. Because of the units associated with 
measures of luminance (nit) and illuminance (lux), 
RD(6, (j>) has units of 1/sr. For an ideal Lambertian 
reflector, LD(0) is independent of e and the reflec- 
tion coefficient is only a function of the illumina- 
tion angle, RD(<$>). If the illumination of the surface 
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is from many directions, as is the case in a room, 
the illuminance will have differential contributions 
from different directions, such that 

I 
J*90 

1(40 d<|>, 

where I(40dcj> is the differential illuminance aver- 
aged over all azimuthal angles. The diffuse reflec- 
tion coefficient that is specific to a particular 
lighting condition can be defined as 

RD(6) = LD(0)/I, 

where RD(6) is a weighted average of RD(9, <j0, 
which depends on the angular distribution of illumi- 
nation. 

Measurement of Display Reflections 

Methods for measuring reflection coefficients 
have been the focus of recent efforts.23"26 Although 
test methods have been proposed as part of an 
international standard,27 the defined experimental 
techniques have been found to be not repeatable 
and unreliable because of variations in instrumenta- 
tion response and light source geometry.28 Kelley et 
al29 and Becker25 recently suggested that for FPD 
devices, difficulties can arise when reflections fall 
in the intermediate area between specular and 
diffuse. They propose using the bidirectional reflec- 
tion distribution function (BRDF) to fully describe 
the performance in any ambient lighting condition. 
The BRDF is a function of both source and 
observer directions and is equivalent to RD(6, 4>). 

For measurement of specular reflection, a small 
uniform source of light can be used to create a 
specularly reflected image on an otherwise black 
display surface located in a dark room. To mini- 
mize the diffuse component, the area of the light 
source should be as small as possible. We have used 
a small spot lamp with a white luminous area of 
about 5 cm in diameter. Using a spot photometer, 
the luminance of the reflected imaged is related to 
the luminance of the light source when directly 
viewed. We have used a Minolta (Ramsey, NJ) 
LS110 spot photometer, which measures luminance 
in a 1/3 degree spot. Typical values for the reflec- 
tion angles include 15° and 30°, at distances 
ranging from 50 to 100 cm. Because most displays 
are viewed from a direction near the surface 
normal, we have made measurements with the light 
source and the spot photometer at 15° from the 
central point of the display. 

The diffuse reflection from display devices is 
measured by illuminating the display device in an 
off condition with a diffuse source.* Others have 
used various lamps at different positions in a dark 
room.27,28 Inconsistent measures result in part from 
variations in illumination that come from the walls, 
objects, and persons in the room. We have used a 
40 X 40 X 40-cm box with white reflective sides 
and two compact fluorescent lamps located at the 
back corners (Fig 4). Luminance is measured in a 
normal direction through a hole in the back of the 
box with a spot photometer. Illuminance is mea- 
sured with a small illuminance probe placed on the 
surface of the display. The measured luminance per 
illuminance is reported as lumens/sr/m2 (ie, cd/m2 

or nit) per lumens/m2 (ie, lux), which has units of 
1/sr. This test device creates, in effect, a reproduc- 
ible white room that can be taken to different 
locations for comparison measurements. The angu- 
lar distribution of illumination from this test device 
is representative of that found in patient care areas. 

RESULTS 

In this article, we describe experimental tech- 
niques for measuring the degradation in image 
quality caused by light scattering in display de- 
vices. A method for measuring the veiling glare 
ratio using circular test patterns and a specifically 
designed luminance probe is presented in the 
section on measuring veiling glare. Practical experi- 
mental techniques to measure specular and diffuse 
reflection coefficients are delineated in the section 
on measuring display reflections. In this section, we 
report experimental results for a monochrome CRT 
(24 in, model M24L; Image Systems, Minnetonka, 
MN) and a color CRT (19 in, model Super-Scan 
Elite 751; Hitachi, Monitor Division, Westwood, 
MA). The results are compared with data obtained 
for transilluminated radiographic film using the 
same experimental techniques. 

Measurements of veiling glare were carried out 
using two dark-spot test patterns having a bright 
32-cm circular field with 1-cm and 2-cm central 
dark spots. For measuring the glare characteristics 
of radiographic film, the test patterns were digitally 
printed on film using a laser printer (Kodak Ekta- 

*For devices that rely on changes in transmission to modulate 
the luminance of the scene (ie, transilluminated film, liquid 
crystal displays), measurements of diffuse reflections with fields 
at different luminance levels are required. 
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scan Laser Printer, model XLP; Eastman Kodak 
Co, Rochester, NY). The optical density in the test 
pattern films was 2.84 in the dark spot and 0.08 in 
the bright region, producing relative luminance 
values of 575. The same test patterns were dis- 
played in the CRTs as 1,024 X 1,024 images, with 
the monitor contrast control adjusted to maximum. 
The monitor brightness control was set to the 
minimum level and then increased until the lumi- 
nance measured for a full dark field increased 
relative to the value observed with the unit turned 
off. The brightness was then slightly reduced from 
this point. The monitor full-field dark luminance 
was recorded and used to correct subsequent mea- 
surements. All veiling glare measurements were 
made with the entrance of the photopic probe less 
than 1 mm from the surface of the display. Table 1 
shows the results on veiling glare ratio for both 
1-cm and 2-cm dark-spot test patterns. 

As discussed previously, the diffuse reflection 

Table 1. Veiling Glare Ratios for Test Patterns Having 32-cm 
Bright Circular Fields and Dark-Spot Diameters of 1 and 2 cm 

Dark Spot 
Diameter 

(cm) 
Radiographic 

Film 
Monochrome 

CRT 
Color 
CRT 

555 ±2 
546 ± 1 

89.0 i 0.6 
125.8 ± 0.6 

25.0 ± 0.1 
44.0 ± 0.1 

NOTE. For film, the measured values are near those ex- 
pected from the film density of the black spot, ie, a glare ratio 
of 575. Error estimates are based on the standard deviation of 
20 consecutive measurements. The 24-in monochrome moni- 
tor (Image Series M24L) demonstrates significant glare from 
optical scattering. The 19-in color monitor (Hitachi SuperScan 
Elite 751), with even more veiling glare, is typical of monitors 
used on modern graphic arts workstations. 

Fig 4. Test device for measuring dif- 
fuse reflection coefficients consisting of 
a 40 x 40 x 40-cm box with white reflec- 
tive sides and two compact fluorescent 
lamps located at the back corners. The 
front side of the box has been removed 
for illustration purposes. Luminance is 
measured in a normal direction through 
a hole in the back of the box with a spot 
photometer. Illuminance is measured 
with a small illuminance probe placed 
on the surface of the display. 

coefficient is specific to the angular distribution of 
illumination associated with particular measure- 
ment conditions. When using the experimental 
technique described in this work, the obtained 
result corresponds to RD(0) = LD(0)/I, with I being 
the total illuminance at the display surface. The 
illuminance probe used records incident light with 
a broad angular response (International Light Inc, 
model SCL110). Table 2 shows the diffuse and 
specular coefficients for all three display types. 

When measuring diffuse reflections from radio- 
graphic film, attention must be given to the optical 
density values in the image because they affect the 
light diffusion characteristics of the device. For 
instance, RD measured for film with a typical chest 
radiograph was 0.026 1/sr. When using the same 
technique with a 1-cm dark-spot veiling glare test 
pattern, the result was 0.020 1/sr. The difference is 
associated with ambient light, which is transmitted 
to the view box and reflected back. This depen- 
dence of RD with the image luminance pattern is 
not observed in CRTs, where measurements are 
performed with the display turned off. 

Table 2. Specular and Diffuse Reflection Coefficients 
for Film and CRTs 

Display 
RD (Vsr) 

Radiographic film 
Monochrome CRT 
Color CRT 

0.011 ; 
0.041 : 
0.021 : 

: 0.001 
: 0.001 
: 0.001 

0.0264 i 0.0002 
0.0582 ± 0.0002 
0.0251 ± 0.0002 

NOTE. The reflection properties of the color monitor are 
better because of an AR coating and the black matrix in the 

phosphor layer. Random errors are estimated from the stan- 
dard deviation of 10 consecutive measurements. 
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Fig 5.   (a) Standard display function      S 
curve shown as log-luminance versus      « 
image value in units of just noticeable      jf 
visual  differences (JNDs).3132 A unit      | 
change in the JND variable causes a      J 
luminance change equal to the contrast 
threshold at the indicated luminance 
level. Curves b, c, and d depict the effect 
of adding a background luminance level 
of 1, 4, and  10 cd/m2. A significant 
reduction of contrast for small image 
values is indicated by the small slope of 
this curve for high background levels. 

DISCUSSION 

At high luminance, a function that maps an 
image value to brightness such that the logarithm of 
the luminance is linearly proportional to the image 
value will produce a uniform perception of contrast 
at all brightness levels. This occurs because the 
human vision system perceives contrast as a rela- 
tive change in luminance (AL/L) for sufficiently 
bright scenes. However, for many display systems, 
the dark regions of the scene occur at a luminance 
level so low that the contrast response of the human 
observer is poor.30 To compensate for this, the 
relative contrast (AL/L) at low luminance can be 
increased relative to that at high luminance. An 
industry standard display curve that maps image 
values to luminance can be used to obtain a 
uniform perception of brightness in both dark and 
bright regions of an image.31,32 This relationship is 
shown in Fig 5, where it can be seen that the slope 
of the curve relating log-luminance to image value 
is greater at low luminance. This standard display 
curve is based on psychovisual models of experi- 
ments that measure the threshold contrast of a small 
test pattern on a uniform background to establish 
the contrast for which the test pattern can just be 
detected. The luminance difference associated with 
this contrast threshold often is referred to as the just 
noticeable difference (JND) in luminance, and the 
standard display curve often is plotted in units of 
JNDs, which are taken to be proportional to display 
values. 

Many systems will calibrate the display device 
luminance response curve such that it follows the 
display standard curve based on measurements 

made with no ambient illumination. However, 
when such a system is used in a reading room, the 
ambient illumination will add a constant luminance 
to the display response owing to diffuse reflections. 
To illustrate the effect of diffuse reflections on 
image quality, we have plotted the expected curve 
when a background luminance of 1, 4, or 10 cd/m2 

is added to the normal display luminance (Fig 5). 
For the monochrome monitor tested for this work 
with a diffuse reflection coefficient of about 0.06 
1/sr, an added luminance of 6 cd/m2 results from an 
illuminance of 100 lux, which is typical of common 
office lighting. The significant reduction in the 
slope of the curves for low image values, which are 
at a luminance of 1 cd/m2 for the monochrome 
monitor, is associated with a significant reduction 
in the perceived contrast. Ideally, the added lumi- 
nance should not be greater than 20% of the 
minimum luminance of the display device. For 
example, a display with a luminance range of 3 to 
300 cd/m2 could be used in a room with 100-lux 
ambient illumination if RD £ .006 1/sr. For film 
viewed in a luminance range of 20 to 2000 cd/m2, 
no significant degradation occurs if RD ^ .041/sr. 

The image quality degradation associated with 
specular reflections is notably different from that 
associated with diffuse reflection or veiling glare. 
Although similar contrast reduction occurs where 
specular reflections contribute to display lumi- 
nance, the detailed patterns of the specular reflec- 
tion are more problematic. The specific pattern of a 
reflection may overlay complex structures in the 
image scene and reduce the conspicuity of diagnos- 
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tic features. Additionally, there is a belief that the 
presence of these added features in the image and 
the human observer's need to separate reflection 
artifacts from image information contribute to 
visual fatigue. 

Veiling glare adds luminance in dark regions of 
an image in amounts that vary according to the 
spatial distribution of bright regions. This added 
luminance locally decreases contrast and can de- 
grade the detection of low-contrast structures. The 
specific effect is different for each image. Particu- 
larly problematic are scenes such as the lateral 
chest view that can have very dark lung regions 
surrounded by a large bright field. In general, 
displays with a glare ratio greater than 200 when 
measured with a 1-cm circular dark-spot test pat- 
terns will have little contrast degradation from 
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veiling glare. A display with a glare ratio of less 
than 100 will have poor image quality for certain 
images. 

To date, much attention has been paid to the 
resolution and brightness required of a display 
device for application in medical radiography. 
Herein we have described how veiling glare and 
ambient reflections associated with current CRT 
technology may seriously affect the quality of a 
displayed radiograph relative to the quality seen 
with transilluminated radiographs. Therefore, sys- 
tems with very good resolution and brightness' may 
not be suitable for diagnostic application because 
of these optical limitations. The serious problems 
relating to veiling glare and ambient reflections 
perhaps have not been adequately acknowledged to 
date. 
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Abstract 

A fully digital radiographic system requires high fidelity electronic display devices 

that preserve diagnostic quality. Current cathode-ray tube (CRT) monitors do not 

meet desired performance criteria for displaying radiographs and have excessive size, 

weight and power consumption. Recent developments in fiat panel display technology 

(in particular active-matrix liquid crystal displays, field-emission displays, and organic 

light emitting displays) suggest that high fidelity, light weight displays will be available 

in the near future. This paper defines high fidelity display requirements based on the 

performance limits of the human visual system. Next, a summary of the limitations of 

CRTs is presented. Finally, flat panel display technologies being developed to replace 

CRTs are described, and their potential for high display quality is reviewed. 



Introduction 

The display of radiographic images using electronic devices is now common within 

diagnostic radiology and within referring medical services. However, the quality of 

digital images displayed on electronic devices is typically less than the quality ob- 

served with printed films. For electronic displays to fully replace radiographic film, 

their diagnostic performance needs to be similar or superior to film. In this paper, 

we consider the limitations of the observer (the human visual system) in order to 

define those aspects of display quality that are important for interpreting diagnostic 

radiographs. Display device performance requirements for parameters such as lumi- 

nance range, contrast, resolution and surface reflections are defined and minimum 

device requirements for radiologic applications are suggested. Display devices includ- 

ing cathode-ray tubes (CRTs) and fiat panel technologies are then considered with 

respect to their potential for meeting these requirements. 
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Display performance 

For a display device with ideal performance, both image quality and observer perfor- 

mance are constrained by human visual system limitations. Data from psycho-visual 

experiments can be used to establish the performance of a high fidelity device which 

can stimulate the human visual system over its full range of response. These visual 

performance requirements can then be used along with radiologic application require- 

ments to specify device parameters such as luminance range, gray-scale mapping 

functions, contrast, resolution and display size. In this section, well-known character- 

istics of the human visual system are reviewed and used to define high fidelity display 

device performance. 

Luminance Range 

The neural response of photoreceptors in the eye is known to be linear at low light 

levels and to saturate at higher levels [1, 2]. In addition, psycho-visual experiments 

have been used to describe the adaptation of the human visual system to the average 

luminance of the scene observed [3, 4].* Using electrophysiological observations and 

computer simulations, Normann [5] and Baxter [6] have reported on the relation- 

ship between photoreceptor sensitivity and image processing at neural centers for vi- 

sual tools involving the detection of low-contrast radiological features in non-uniform 

backgrounds.  The sensitivity response function for the complete visual system can 
i.{Mi 

be approximately described by an expression of the form  P = L/(L + S) [7], where 

: * Luminance is a photometric measurement unit reflecting the brightness of a small region on a 
display surface. The SI unit of brightness is the nit, which is a candela per square meter (cd/m2). 
1 cd/m2 is equal to 0.2919 foot-lambert (£L). 



P is the photoreceptor response, L is the retinal luminous intensity, and S represents 

a constant that conforms with the state of adaptation. This relationship was first 

introduced as part of Hecht's photochemical theory of photoreceptor response [8], 

and has been confirmed experimentally by other investigators [1]. Figure 1 depicts 

the measured rate of neuronal signals for different adaptation states using the above 

general expression with illustrative numerical values. 

When the observer is adapted to a particular average luminance, the change in 

neuronal response associated with a small change in relative luminance is a bio- 

logic contrast response, AP/(AL/L). This biological response is maximal near the 

average luminance and is markedly reduced for regions in the scene with higher 

or lower luminance, as shown in Figure 2. In general, displaying images using 

a wide luminance range produces improved quality due to high physical contrast 

(large AL/L for a specific image intensity change).1 However, the perceived con- 

trast results from the physical contrast modified by the observer's biological response, 

AP = AL/L x AP/(AL/L). Thus, when an observer is focused on a specific region 

which contains a wide range of luminance, contrast perception is reduced in the bright 

and dim areas relative to the average luminance for which the eye is adapted 

When focused on a position in the image, the foveal field of the eye where acuity 

is high is about 2 cm in diameter (500 mm viewing distance). This region will have 

an average luminance, L, and may contain details with high contrast. Considering all 

positions in the image that the observer might inspect, the range of average luminance 

values in these regions should be less than 80 (Lmax/Lmin < 80) in order for the 

tin this work, contrast is defined using the Michelson definition: C = (Lmax - Lmean)/Lmean [9]. 
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adapted visual system to maintain satisfactory biologic contrast response at each 

position (i.e. in excess of 35% of the maximum response). While the relation between 

the scene in the surrounding field and adaptation for a point of focus is complex[10], 

the overall size of the field which contributes to adaptation is probably about 100 mm 

(500 mm viewing distance) in diameter. 

To support contrast values up to 1.0 within the foveal region, a device should 

be capable of displaying high spatial frequency with a modulation of +/- 50% at 

positions in the image where the average luminance is either Lmax or Lmin. Thus 

the full luminance range for individual pixels of the device must be greater than 240 

(Lmax/Lmzn < 240). For transilluminated films, this corresponds to an optical film 

density range from .30 to 2.20 for the average values within foveal regions and an 

optical film density range from 0 to 2.5 for all pixels. This is consistent with the 

common practice of interpreting regions above a density of 2.2 with the aid of a 

"bright light". Note however, that the base optical density of film, 0.15, does limit 

the negative modulation of contrast at low luminance. 

Gray-Scale and Contrast 

The physical contrast required to detect a test pattern having a sinusoidal variation in 

luminance over a uniform background can be described by a visual contrast sensitivity 

function that depends on luminance and spatial frequency as well as other parameters 

of secondary influence [11]. In psychophysics, sensitivity is related to detection and 

usually defined as the reciprocal of the contrast threshold. At a spatial frequency of 1 

cycle per mm where the observer has good response, the contrast threshold is nearly 



constant at high luminance and is higher below 10 cd/m2 (see Figure 3) [12]. 

When medical images are displayed, the image values are modified by display 

processing to produce presentation values (P-Values) which are converted to digital 

driving levels (DDL) to establish the luminance for each pixel. The display processing 

may involve window and level adjustment or more complex processing as is often done 

with digital radiographs. At high luminance where the threshold contrast (AL/L) is 

constant, a gray-scale map for which log(luminance) is proportional to the P-Values 

will produce uniform contrast. However, for many display systems, the dim regions 

occur at a luminance where the contrast threshold is poor [13]. A gray-scale map can 

be defined such that each increment in P-Value causes a just noticeable difference in- 

crement (JND) in luminance [14, 15]. This relationship is shown in Figure 4. Devices 

with a maximum luminance of 1200 cd/m2 and a minimum luminance of 5 cd/m2 

are associated with 680 JNDs. For such a device, 680 gray levels or more with the 

correct luminance value will produce optimal image quality. Systems with fewer gray 

levels may produce noticeable artifacts appearing as contour lines. If the same image 

information is mapped to a less bright display device, the number of available JNDs 

decreases (see Table 1) and the image appears with reduced perceived contrast. 

Resolution 

The visual contrast sensitivity is a strong function of spatial frequency. For typical 

viewing distances, the response is best at a frequency of about 0.5 to 1.0 cycles per 

mm [16]. Although radiographic film typically is associated with a pixel array of 

4000x5000 for 35x43 cm size, a display  device with a maximum spatial frequency 
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of 3 cycles per mm * will present all the information that a human observer can 

perceive. This can be provided, even in a diagonal direction, with a pixel size of 

120 /im. Interestingly, sensitivity is reduced at low frequency causing radiologists to 

back away from an image to observe large features. 

Increasingly, digital radiographs are being recorded successfully on regions smaller 

than the conventional 35x43 cm size. A display size of 30x36 cm corresponds to a 

2500x3000 array of 120 yum pixels. This display size, combined with a regional image 

zoom function will provide a high fidelity workstation. 

Ambient Light Reflections 

The luminous intensity and the spatial distribution of light sources in rooms where 

electronic devices are utilized to display radiographic images can vary significantly. 

The observed image quality is always affected by the scattering of ambient light in the 

direction of the viewer. With radiographic film, these reflections are highly dampened 

and diffused due to a thin emulsive layer with absorbent dark grains coated on the 

front surface. High fidelity electronic displays should have diffuse angular emission 

while minimizing ambient light reflections. 

When using electronic display devices, the display reflectance can be generally 

described as a superposition of specular and diffuse components. The diffuse compo- 

nent adds a uniform background luminance that reduces substantially the observed 

contrast in dim regions. In general, diffuse ambient reflections should contribute 

a luminance that is no larger than 20% of Lmin which is 10% of Lmin.  Diffuse re- 

display resolution is defined as the maximum spatial frequency of the device. This is equal to 
0.5/P where P is the pixel size. 
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flectance can be dampened with absorptive faceplates and black matrix designs. In 

a room producing an illuminance of 40 lux (as may be found in diagnostic reading 

rooms within a radiolology department), a display device having 0.025 cd/m2/lux 

diffuse reflection coefficient will noticeably decrease the contrast only in regions with 

a luminance less than 5 cd/m2. Typical values for the diffuse reflection coefficient 

of radiographic film are 0.02 to 0.03 cd/m2/lux. Monochrome medical imaging CRTs 

can have coefficients as low as 0.018 cd/m2/lux and advanced AMLCD designs can 

have coefficients below 0.01 cd/m2/lux. Display devices intended for use in areas of 

high illumination (100 to 300 lux in patient care areas) need very low diffuse reflection 

coefficients or high Lmjn to achieve high fidelity (.01 to .033 for Lmin of 5 cd/m2). 

The image quality degradation introduced by the specular component is associated 

with the overlay of structured luminous patterns onto the radiologic image that affects 

the detection of diagnostic features. Moreover, the addition of reflected patterns can 

cause visual fatigue. To reduce specular reflections, anti-reflective (AR) coatings and 

rough surfaces can be employed. Most medical display devices now have advanced 

AR coatings which also reduce static charge buildup on the display surface. These 

coatings should have a specular reflection coefficient which keeps high contrast from 

illuminated objects below the contrast threshold (Table 2). 

Display Specifications 

The foundations of the above discussion rely on simple models of perception of detail 

by the human visual system. When considering the complex nature of the visual 

system and the perception processes, limitations of the presented approach arise. For 
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instance, when subtle details are displayed in radiographic images, structured lumi- 

nance levels outside the foveal field are likely to impact the observer performance. 

Recent research efforts utilizing complex backgrounds suggest that human perfor- 

mance is markedly degraded by the presence of surrounding patterns [17-19]. In spite 

of this, the above discussion results in a useful guide for defining device requirements 

for radiologic displays. 

In Table 2, the image quality specifications for three radiographic display qualities 

are summarized. Film quality display is defined as one having all the attributes of 

transilluminated medical radiography film. A high fidelity display is one that has 

all of the image quality that can be perceived by the human visual system. It is 

expected that magnification, and contrast and brightness adjustments are done using 

computer software. We have additionally defined a good quality device suitable for 

certain clinical functions. This quality is typical of the specialized CRTs now used in 

medicine. 
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Cathode-ray tubes 

To date, CRTs are the only choice for an electronic display device in the radiology 

practice. Improved designs have only recently allowed higher brightness, increased 

resolution and better contrast. In this Section, a review of CRT technology is pre- 

sented, focusing on design aspects that affect display quality. 

Design Characteristics 

In a CRT, electrons are accelerated within the large vacuum bulb with a high voltage 

of up to 30 kV. The beam scans the plate in a raster fashion, exciting the cathodo- 

luminescent phosphor with a small beam spot (see Figure 5). To reduce mechanical 

stress, thick glass is used for the funnel and plate. For 74 cm diagonal bulbs with 

relatively flat faceplate, 13.7 mm thick glass is normally used. 

Typical CRT emissive structures consist of a cathodoluminescent material (phos- 

phor) deposited onto a glass faceplate panel as a powder layer. In color tubes, a 

light absorbent, carbon based black matrix separates the RGB phosphor dots for 

color purity. A sub-micron reflective layer of Al is overlaid on top of the phosphor to 

conduct the incoming electron current and maximize light output towards the viewer. 

For that purpose, a filming material is used to assure a smooth, continuous and highly 

reflective film. 

Figure 6 shows a scanning electron microscope image of the emissive structure of 

a monochrome CRT, where multiple layers of phosphor grains can be observed under 

the thin Al coating. The glass faceplate can absorb up to 70% of the direct light. 

The increased absorption that occurs for light scattered within the faceplate reduces 



light diffusion, thus improving contrast. In addition, glass faceplates may have a 

rough surface on the vacuum side to reduce specular reflections. A photograph of 

the interior surface of a CRT faceplate sample after the Al and phosphor layers were 

removed is shown in Figure 7. 

To obtain adequate brightness, a high-current beam is deflected, while maintaining 

a small focal spot that is related to the display resolution. The thick faceplate causes 

image quality degradation by glare, and contributes to the weight of the device. 

Veiling Glare 

Glare is the diffuse spreading of light that results from multiple scattering processes 

in emissive display devices resulting in low frequency degradation of image quality 

(perceived as contrast reduction). This phenomenon is present in all imaging systems 

and has been studied for detectors [20-24] and for the human eye [25-28]. 

Light rays generated in the phosphor grains must undergo multiple scattering 

events before escaping the emissive structure and eventually being detected by the 

observer. Light diffusion in the emissive structure multiple layers causes luminance 

spread functions with tails that extend up to a distance of 20 cm. When displaying 

images with wide luminance range, this diffuse component over large areas degrades 

the maximum contrast capabilities of the device. 

Recently, efforts to model glare in emissive displays have been conducted using a 

light transport Monte Carlo simulation code [29-32]. Figure 8 shows the simulated 

luminance spread functions for a 16 mm thick faceplate with and without black matrix 

(BM). The plots illustrate the reduction of the tails that can be achieved by increasing 
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faceplate glass absorption or by using BM. Other solutions that have recently been 

implemented in commercial devices involve the use of pigmented or filtered phosphors. 

In Figure 9, the effect of glare degradation has been simulated. The circular test 

pattern used to measure veiling glare characteristics in electronic devices has been 

convolved with a point-spread function typical of conventional CRTs. The pattern on 

the right depicts the expected reduction in contrast. The diffuse component is clearly 

observed in the image data profiles shown below. 

Another source of image quality degradation in CRTs comes from light leakage 

through Al layer non-uniformities (cracks, holes). Particularly for color tubes, electron 

backscattering in the emissive structure and in components such as aperture grilles 

and shadow masks has been identified as additional source of veiling glare, responsible 

for reduction in contrast and poor color saturation [33-35]. 

It is useful to define the veiling glare ratio as the luminance in a full bright field 

to the luminance in a central dark spot of a given diameter. However, the quantita- 

tive relationship between this ratio and image quality degradation for radiographics 

images is not well understood. We estimate that good performance display devices 

require glare ratios greater than 150 for a black spot diameter of 1 cm and that high 

fidelity display devices should have a glare ratio near 400. 

Phosphors 

Cathodoluminescent phosphors convert energy deposited by energetic electrons to 

light (see Figure 10). Electrons penetrate a cover layer and travel into individual 

phosphor grains. Light then scatters within the emissive structure until escaping from 
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the display surface. The total luminous efficiency is computed as a linear combination 

of efficiencies and a photopic correction K\\ e = K\eeepeg, where ee is the energy 

deposition efficiency, ep is the energy quantum efficiency, and eg is the escape efficiency. 

For typical devices, e is 20.8 lm/W for P104 phosphors and 13.5 lm/W for P45. The 

improved efficiency of PI04 results from a mixture of three different phosphors grains. 

However, this significantly increases the granularity of regions with nominally uniform 

brightness as compared with devices using the P45 phosphor. 

Total display brightness is a function of the electron beam power (p;, W), the 

display area (a/, m2), and the luminous efficiency (e, lm/W), 

For example, a CRT with a display area of 0.3x0.4 m, a 1 mA electron beam acceler- 

ated to 20,000 V (20 W), and a phosphor emissive layer with an efficiency of 10 lm/W 

will have a display brightness of 530 cd/m2. To achieve the same display brightness, 

a system with a P45 phosphor thus requires an increased beam current relative to a 

system with a P104 phosphor. An increase in beam spot size is associated with this 

increase in beam current unless improved electron focusing optics are employed. How- 

ever, the relatively high granularity of P104 phosphors along with their more limited 

lifetime have made P45 the preferred phosphor material for medical CRT systems. 

Current models of eye-brain function indicate that humans depend on display 

brightness for interpreting contrast and detail in a scene. Color is evaluated from 

separate eye receptors and interpreted as a low resolution difference signal (R-G and 

Y-B). It is commonly believed that inspection of detailed scenes as found in medical 
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radiography is best done with a display having a broad light spectrum perceived as 

white and various shades of gray. Figure 11 shows highly magnified recordings of a 

uniform gray region (5 mm in diameter) from three CRT devices depicting differences 

in color formation and noise characteristics. 
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Active-Matrix Liquid Crystal Displays 

Recent improvements in size, contrast ratio, and viewing angle have established 

active-matrix liquid crystal displays (AMLCD§) as practical devices for computer 

workstations and candidates for radiologic applications. In this section, the funda- 

mentals of such devices are presented, and current engineering challenges are outlined. 

Liquid Crystal Displays 

When the molecule orientation within a liquid crystal (LC) is altered by the appli- 

cation of an electric field, the optical characteristics of the LC change. This electro- 

optical effect is used in liquid crystal displays (LCD) to modulate light transmission. 

Light is emitted from the back-light and directed to the front through the LC cell. 

The transmission is associated with the state of polarization of the light as it passes 

through the polarizer films and LC layer. In an AMLCD, the switch between ON 

and OFF states is controlled by a thin-film transistor (TFT) deposited onto the glass 

substrate (see Figure 12). 

As shown in Figure 13, multiple layers are needed to effectively modulate dis- 

play luminance. Overall transmission is poor (6-8%) for full color TFT-LCDs, and 

up to 24% for monochrome designs, thus requiring high efficiency back-lights. Full 

ON and OFF states ("black" and "white") have typically good angle of view. Yet, 

for intermediate gray levels the emission distribution is severely affected due to the 

optical anisotropy of the LC cell. Other problems include gate signal distortion for 

large area displays   (described in next section), lifetime, and temperature sensitiv- 

5 AMLCD is an industry term for active-matrix liquid crystal display. 

14 



ity. Amorphous Si:H TFT-LCDs are now larger with higher resolution and improved 

gray-scale. Large color AMLCDs up to 41 cm in diagonal having QSXGA resolution 

(2560x2048), and brightness up to 250 cd/m2 have been developed [36]. 

AMLCD Technological Trend 

To use AMLCD in medical applications, the viewing angle, brightness, contrast ratio, 

and number of gray levels must be improved. Since light transmitted through the LC 

cell can follow paths with different lengths and directions, the overall transmission 

depends on its emission angle. A more uniform angular distribution of light emission 

can be achieved if molecular alignment is varied, in a controlled manner, in sub- 

regions ("domains") within individual pixels [37, 38]. Figure 14 illustrates typical 

improvements in viewing angle characteristics for a multi-domain design. Other 

solutions that have been implemented are: in-plane switching [39, 40], and optically 

negative birefringent compensation plates [41, 42]. 

Transmitted light intensity is limited by polarizers, color filters, and other layers, 

as well as by the fraction of transparent pixel area ("aperture ratio") . One method 

to improve aperture ratio is to reduce the indium tin oxide (ITO) pixel electrode to 

bus line separation. Figure 16 and 15 show a TFT design with overlap between ITO 

and bus lines [43]. As the gate signal reaches the other end of the gate line conducting 

path, it suffers a time constant of about r—RC. This delay limits display size and 

resolution. For large area high resolution displays, Cu or Al metalization must be 

used [44]. 

By improving the polarizers, reducing the dispersion of pigments in color filters, 
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and by adding a black matrix layer, current twisted-nematic mode LCDs have real- 

ized high pixel contrast ratio of 100, viewed from normal incidence. For low power 

consumption, improvements in transmission, efficiency of the back-light, and driving 

circuit power requirements have also been be demonstrated. These devices can ef- 

fectively absorb ambient light and reduce reflections, as has been demonstrated for 

military applications [45]. 

Thin Emissive Technologies 

Among the developing flat panel technologies, field emission displays (FEDs) and 

electroluminescent devices have confirmed auspicious attributes. In this section, a 

discussion of the current state-of-the-art is given, and notable aspects of these tech- 

nologies are summarized. 

Field Emission Display Technology 

FEDs are similar to CRTs in that electrons are emitted from a cathode and accelerated 

towards the phosphor through a vacuum cell. Instead of using thermionic emission, 

electrons are emitted by a cold pixel electron source that typically consists of a large 

array of low work function emitter micro-tips. Electrons are accelerated through a 

vacuum cell to impinge on a cathodoluminescent phosphor. 

A schematic cross-section of a typical FED is depicted in Figure 17. Instead of 

using a diode arrangement with a small gap between the emitter and the phosphor 

screen, a focus electrode can be incorporated to decrease beam spot size and increase 

resolution [46]. While most FEDs use metallic micro-tips, amorphous diamond has 
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shown good current-voltage characteristic, however, the emission mechanism is not 

well understood. 

Most FED designs must be evacuated to low pressures (10-7 torr) to prevent con- 

tamination and deterioration of the electron emitters. Large display sizes thus need 

spacers to prevent bending of the faceplate. In low voltage designs, small spherical 

spacers can be used. For high voltage operation with large gaps, high aspect ratio 

spacers are being developed [47]. 

FED faceplates usually consists of a thin glass panel, a conductive layer, and a 

cathodoluminescent phosphor (e.g., Y2Os:Eu, SrGaS^Eu, ZnS:Cu,Al, Gd202S:Tb). 

When compared to thick emissive structures typical of CRTs, thin faceplates are 

capable of low veiling glare due to more frequent light absorption by the phosphor 

layer [31]. For low voltage approaches, transparent conductive oxides (e.g., ITO) are 

used instead of Al. In general, phosphor efficiency is greater at high voltages. Devices 

with high voltage designs will have large spacers and focused electron beams. 

Pixel brightness variations due to electron emission non-uniformities and low reli- 

ability of the cathode have been reported for prototype designs. Recently, active ele- 

ments such as metal-oxide semiconductor field effect transistor (MOSFET) have been 

employed to control and stabilize the emission current of field emission arrays [48]. 

Low voltage phosphors consume less power but are less efficient and saturate rapidly 

due to high current density (~ 0.1 mA/cm2), making high voltage designs look more 

promising. Devices with long lifetime and low driver cost are challenged by an in- 

crease in flash-over risk, more stringent surface de-gasification requirements, wider 

vacuum gaps and spacer uniformity. 
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FED advantages include wide temperature and humidity range, wide viewing an- 

gle, Lambertian emission (CRT-like), and potential for high brightness and contrast. 

Numerous companies have announced FED products for 1999, but are all interested 

in color rather than monochrome (black and white) displays. 

Electroluminescent Devices 

Among display technologies, electroluminescence represents an all solid state approach 

that provides the most direct conversion of electrical energy into light. Their efficiency 

and performance characteristics depend strongly on the materials and fabrication 

processes used. EL devices use a phosphor under the influence of an electric field to 

generate light. 

As shown in Figure 18, thin film electroluminescent devices are made up of a stack 

of conductors and dielectrics deposited onto a substrate [49]. One attractive feature of 

thin film inorganic EL is a very steep luminance versus voltage slope above threshold, 

as seen in Figure 19. This, along with a fast phosphor time response, allows for direct 

addressing using thin film transistor arrays. 

Recently, good light emission, fast response and extended lifetime have been re- 

ported for amorphous and crystalline organic thin film stacked diodes deposited on 

glass and flexible substrates [50-53]. With vertically stacked pixel architecture, these 

devices allow for color tuning [54, 55]. Different organic materials have been used, 

providing a wide range of emission spectra with typical efficiencies up to 15 lm/W, 

although white emission from single organic layers has not been reported [56-58]. Us- 

ing transparent organic layers, devices with high transmission in the visible spectral 
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region have been developed [59]. Organic light-emitting diodes (OLEDs) made with 

organic semiconductors with the processability of conventional polymers are currently 

being investigated [60, 61]. 

Improvements are still needed in the chemical structure of the organic thin films, 

organic-metallic contacts, organic-organic layers interface, and in the understanding 

of non-radiative recombination losses and electrical degradation. In early stage of 

development, OLEDs present reliability issues such as electro-chemical instabilities 

with formation of radical species, contact degradation, encapsulation (needed due to 

air and humidity sensitivity), and low thermal tolerance [50, 62, 53, 63]. 

To obtain good gray-scale in large sizes, an active-matrix array that delivers con- 

trolled current levels to the pixel OLED is needed. This is unique since AMLCD 

array technologies have been required to deliver a control voltage to control light 

transmission. Pixel designs for OLED displays thus require more than 1 TFT per 

pixel [64]. 
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Summary 

Successful integration of digital radiography in medicine will require high fidelity elec- 

tronic displays. Current CRT systems do not meet the desired performance and have 

excessive volume, weight and power consumption. Recent developments in flat panel 

display technology suggest that high fidelity, light weight displays will be available in 

the near future. Large size AMLCD devices have been demonstrated. High bright- 

ness can be easily achieved with bright back illumination. Further developments in 

optical design for monochrome displays should provide high fidelity and improve the 

angular dependencies of the gray-scale. FED devices have attractive emission distri- 

bution and potential for low veiling glare. This technology needs to be extended 

to a large area and problems with cathode aging and non-uniformity have to be con- 

templated. OLED displays represent a simple and potentially inexpensive display 

technology with the ability to achieve high image quality. However, extensive research 

and development is required to achieve suited large area manufacturing methods. 
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Figure 1: Stimulus response relationship and light adaptation. The profile of the 
response function was approximated using an expression of the form P = L/{L + 
S) [6], where P is the photoreceptor response, L is the retinal intensity, and S is 
a parameter that represents the state of adaptation. Same incremental changes in 
stimulus cause different response according to the adaptation state. 
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Figure 2: Biologic contrast response of the human visual system. The curve was 
obtained by differentiating the photoreceptor response. The perception of contrast 
deteriorates rapidly as the intensity of the stimulus is increased or decreased with 
respect to the optimum response coordinate. 
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Figure 3: For a particular spatial frequency in the signal, the contrast threshold of the 
human visual system can be plotted as a function of luminance. While constant at 
higher luminance values, the threshold deteriorates at low luminance, which is known 
as the Weber-Fechner law [65]. 
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Figure 4: Standard display function curve shown as luminance versus display pixel 
value (PV) [14, 15]. A unit change in PV causes a luminance change equal to the 
contrast threshold at the indicated luminance level. The upper curve depicts the 
effect of diffuse ambient light reflection for a display device having a 0.01 cd/m2/lux 
diffuse reflection coefficient in a room producing 100 lux. The difference between the 
standard curve and the modified curve becomes small for regions where the luminance 
is greater than 5 cd/m2. 
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Figure 5: Cross-section illustrating the relative dimensions of a typical cathode-ray 
tube bulb. 
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Figure 6: Scanning electron microscope image of a CRT faceplate sample. The phos- 
phor layers were exposed using a scalpel scratch. The width of the image corresponds 
to 50 /im. Debris from the sample preparation process can be seen on top of the Al 
layer. 
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Figure 7: CRT faceplate core showing the inner surface after removal of the phosphor 
and Al layers. This roughness causes internal reflections at the interior surface to 
have a diffuse angular distribution. 
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Figure 8: Point-spread function of two CRT emissive structure designs. Curve (a) 
represents a typical monochrome CRT with no faceplate glass absorption. When 
black matrix is combined with an absorption of 0.2 cm-1 (curve (b)) the magnitude 
of the tails of the point-spread function (PSF) is reduced significantly, increasing the 
available display contrast. 
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Figure 9: Effect of contrast degradation in glare test patterns. The curves depict a 
center data row from the above images, showing the diffuse background component 
that reduces the glare ratio (defined as Lmax/Lmin [30]). 
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Figure 10: Cross-section of typical CRT emissive structure. Light generated in the 
phosphor layer by electron impact scatters in the different components until its fate 
is determined. The processes can be described by three efficiencies. First, the inci- 
dent electron beam will deposit energy into the phosphor with an efficiency ee, which 
relates the energy of the incoming electrons to the deposited energy in the phosphor. 
Secondly, the energy deposited by the electrons into the phosphor is converted to 
light photons in the luminescence sites with a quantum efficiency ep. Once the light is 
generated, it diffuses and eventually reaches the viewer by escaping the structure with 
an efficiency es, which is dependent on light emission characteristics, spatial distribu- 
tion of emitted photons, and relative dimensions of the emissive structure components. 
The complex light transport that takes place may consist in several possible processes 
which include reflection and refraction at the surfaces, and scattering and absorption 
in the medium. 
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Figure 11: Photos of CRT phosphors: (a) Some high brightness phosphors (notably 
P104) contain a mixture of phosphors with different colors and often produce a noisy 
image, (b) Phosphors which naturally emit a broad spectrum (such as P45) typically 
have reduced luminous efficiency, (c) Color monitors rely on simultaneous stimulation 
of red, green, and blue phosphors to simulate a white or gray emission. To date, 
high luminosity white phosphor screens with black matrix have not been commercially 
available. 
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Figure 12: Cross-section illustration of an active-matrix liquid crystal display. The 
liquid crystal cell that modulates light intensity according to the driving voltages, is 
confined by multi-layer structures. 
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Figure 13: In a liquid crystal display, light is transmitted through several layers. 
Overall transmission is only 6-8% for color designs. The absence of color filters in 
monochrome designs can elevate this up to 24%. 

48 



50%T 

40%T 

30%T 

20%T 

10%T 

0%T 

4-domain AMLCD 

1 -domain AMLCD 

up or left front down or right 

Figure 14: Improvement in viewing angle for a multi-domain liquid crystal display 
(adapted from [66, 38]. Because anisotropies in the liquid crystal configuration are 
averaged over all domains, the emission angular distribution is enhanced. Ideally, 
emitted light should approach a Lambertian distribution. 
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Figure 15: Pixel structure showing the  transmissive area (aperture) of a TFT high 
aperture ratio design for an active-matrix liquid crystal display (AMLCD). 
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Figure 16: Thin film transistor design with overlap between ITO and bus line having 
a higher pixel aperture ratio in an active-matrix liquid crystal display (AMLCD) 
design. 
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Figure 17: Typical field emission display (FED) cross-section illustrating the sharp 
emitters and the structures that confine the microvacuum cell. 

52 

in»f .-•"»^T** 



metalic electrodes 

(sAJ 

EL phosphor       ' - ■i-; ;■":'/::; :•;.;•     ■•'■.":;.-  .:   ' ":    :'   ,   ; ^V'V:/.',-/ '!!   : >■]': 

ITO 

glass substrate 

Figure 18: A typical electro-luminescent (EL) display cross-section showing the film 
arrangement needed for a display device, although layers for specific designs may 
differ. 
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Figure 19: Attained luminance (L) versus driving voltage for organic and inorganic 
electro-luminescent devices (adapted from [67, 68]). High luminance devices based 
upon organic light-emitting materials can be achieved using low voltage drivers which 
are relatively inexpensive. 
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Table 1:  Just noticeable differences for display devices having different maximum 
luminance and the same luminance range (240). 

Uow (cd/m2)    Lhigh (cd/m2)    JNDs 

0.5 120 450 
1 240 530 
2 480 600 
5 1200 680 
10 2400 730 
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Table 2: Display requirements for medical imaging. 

Specification 

Size 
Pixels 
Pixel size 
Refresh rate 
Maximum luminance 
Minimum luminance 
Gray-scale levels b 

Emission 
Color 
Veiling glare ratio d 

Large area distortion 
Diffuse reflectance 
Specular reflectance 
Viewing angle f (vertical) 
Viewing angle f (horizontal) 

Film Quality Display   High Fidelity Display   Good Display 

35x43 cm a 

4000x5000 
0.08 mm 

static 
2000 cd/m2 

1 cd/m2 

> 850 
Lambertian 

monochrome c 

> 1000 
< 0.1 % 

0.025 nit/lux 
0.024 nit/nit 

full 
full 

30x36 cm 
2500x3000 

0.12 mm 
static - 80 Hz 

1000 cd/m2 

4 cd/m2 

> 680 
Lambertian 

monochrome 
400 
2% 

0.02 nit/lux 
0.002 nit/nit 

±45° 
±60° 

24x30 cm 
1200x1500 
0.20 mm 

static - 80 Hz 
240 cd/m2 

1 cd/m2 

> 530 
Lambertian 
monochrome 

150 
2% 

0.03 nit/lux 
0.005 nit/nit 

±30° 
±45° 

a 43x35 cm is a standard size for radiographic detectors. Displays should have a horizon- 
tal/vertical aspect ratio of about 0.8. 

bThe log-luminance versus pixel value relationships should follow a perceptually linear 
profile based on the DICOM standard. 

c General preference in the field has been for displays with a white to slightly blue color. 
Most film bases are tinted blue. 

d Contrast ratio defined with test pattern images consisting of a 1 cm centered dark 
circular spot, surrounded by a bright filed. 

f Pull stated contrast ratio and luminance performance is to be maintained within the 
required viewing angle. No contrast inversion is allowed. 
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A method for measuring veiling glare in high performance display 

devices 

Aldo Badano and Michael J. Flynn 

When this work was performed, both the authors were with the Department of Diagnostic 

Radiology, Henry Ford Health System, Detroit, MI 48202, and Department of Nuclear 

Engineering and Radiological Sciences, University of Michigan, Ann Arbor, MI 48109. AB is now 

with the Center for Integrated Microsystems, University of Michigan, 2360 Bonisteel Blvd., Ann 

Arbor, MI48109, phone (734) 6151519, fax (734) 9360347, ematfbadanoflumich.edu. 

Abstract 

An experimental method for measuring the veiling glare characteristics of display 

devices is presented. The measured veiling glare ratio is taken to be the luminance in 

the surrounding bright field divided by the luminance in a dark circle. The method 

is based on a collimated conic probe that minimizes the signal contamination from 

bright surroundings allowing measurements of very low luminance in a circular dark 

spot of a test pattern. A correction factor computed with test patterns having 

opaque spots is introduced. The factor is expressed as a bi-variate function of the 

dark spot radius and the distance between the probe and the emissive surface. The 

uncertainty introduced by the method was studied by measuring veiling glare test 

patterns printed on radiographic film for which the transmission of the dark spots 

was determined experimentally. Performance characterization measurements show 

that signal contamination is less than 10~4 of the bright field surrounding a dark 

circle. Our results show that veiling glare ratios in the order of a few hundreds can 

be measured with this method with an uncertainty of a few percent, and ratios of 

about 103 can be reported within 10%.   Finally, the method is demonstrated by 
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measuring veiling glare ratios for a high performance monochrome CRT display. 

Key words: Veiling glare, contrast ratio, display device, dark spot measurement. 

© Optical Society of America, 1992. 

1. Introduction 

There is a significant need to improve the performance of display devices in high fidelity 

applications such as medical imaging, graphic arts, and industrial inspection. A wide lu- 

minance range (5-1,000 cd/m2) with minimal image quality degradation due to luminance 

spread is required for low contrast details to be visible. However, the image quality of elec- 

tronic display devices is often limited by extensive veiling glare that causes a low-frequency 

degradation resulting in contrast reduction. In cathode-ray tubes (CRTs), veiling glare is 

caused by multiple light scattering in the thick glass faceplate,1'2 by back-scattered electrons 

in the vacuum tube,3-6 and by light leakage through non-uniformities in the reflective coat- 

ing. New flat panel technologies employing discrete pixel designs generally have less veiling 

glare than CRT devices.7 Veiling glare has otherwise been studied in other components of 

the imaging chain, such as for detectors8-11 and lenses,12 and for the human eye.13'14 

Several groups have suggested that the veiling glare characteristics of display devices 

be measured using test patterns with rectangular fields of different sizes at low luminance 

surrounded by bright regions.15'4 However, the radial symmetry of the veiling glare processes 

suggests that a test pattern with circular targets is more appropriate. In this paper, we define 

a luminance point spread function with radial dependency and use this function as a basis 

for performing experimental measurements using circular test patterns. 

For measuring veiling glare in high performance display devices, a collimated probe 

capable of measuring very low luminance values in a small dark region surrounded by a 

large bright field is required. Multiple light reflections in detector optics can substantially 

alter the measured low luminance value in the dark spot. The measurement error amounts 

to 1-3% of the bright field intensity for low-flare lenses with anti-reflective coatings.12 When 



measuring a test pattern for which the bright field luminance is 500 times the dark spot 

luminance (i.e., a contrast ratio of 500), the measured contrast ratio will only be 83 if the 

detector records 1% of the bright field in the dark region. For veiling glare measurements 

this light leakage should be less than 0.01%, which results in a contrast ratio of 476 for the 

preceding example. 

In this paper, we describe a collimated probe that minimizes contamination from very 

bright neighboring regions. The probe has been specifically designed to measure veiling glare 

using a test pattern with a circular dark spot of varying diameter. Details pertaining to 

the optical design and construction of the probe are reported. By measuring test patterns 

digitally printed on radiographic film, the response attributes of the detection assembly 

have been established. Finally, the method is demonstrated by measuring the veiling glare 

characteristics of a monochrome medical imaging CRT. 

2. Analytic model for veiling glare 

The contrast degradation caused by veiling glare can be described by a normalized continuous 

point spread function Pfr^).^ This function describes the luminance (cd/m2) at (r, 6) 

resulting from a point source of light with unit intensity, 1 cd, located at r = 0. The units 

of the point spread function, P(r,9), are thus m~2. It is useful to assume that P(r,9) is 

shift-invariant and radially symmetric. The veiling glare, Lg(x, y), produced in a display by 

an image with a primary luminance of I(x, y) can then be estimated using a convolution 

integral: 

L9 (x, y) + I(x, y) = ff I(x', y')P(r') dx'dy' (1) 

tin principle, P(r, 6) may also have a wavelength dependence associated with light transport 

processes. This is particularly true when anti-reflection coatings or tinted optical components are 

used. In this paper, we address only monochromatic devices and ignore any wavelength dependence. 
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where r' = J(x - x')2 + (y - y')2, and both Lg(x,y) and I(x,y) have units of cd/m2. Our 

use of the point spread function is equivalent to classical definitions,16 although the function 

is typically used to describe short range blur associated with resolution and not the long 

range processes associated with veiling glare.8 

To model test patterns consisting of a centered black circular region surrounded by a 

circular region of uniform luminance, I0, it is useful to define the ring response function, 

R(r), as: 

/•27T 

R(r) = /    P(r, 9) rd6 = 2irrP{r) , (2) 
Jo 

where R(r) has units of m_1. This function describes the luminance at (0,0), in cd/m2, 

produced by an infinitely thin ring source of light having a total intensity of 1 cd distributed 

uniformly over a distance of 2nr. The luminance in the center of the dark spot is given by: 

Lg = Lg(0,0) = I0 P R(r) dr (3) 
Jrd 

where r^ is the radius of the black circle and rj is the radius of the luminous surrounding 

region. 

In this paper, we define the veiling glare ratio (G) as I0/Lg, a function that depends on 

the two radii associated with the test pattern, G(rd,ri). In practice, we have considered the 

dependence of G on r<f when ri is constant, (?(/•<*). If experimental measurements are made 

with a set of test patterns having a black circle of varying radius, Ti where i = 1,2,..., n, 

and the same radius r/ for the luminous region (see Figure 1), the measured set of glare 

ratios, G{, provides information describing both the short and long range characteristics of 

veiling glare. Notably, two measurements with different black circles can easily be related 

to the integration of the ring response function between the two different radii of the black 

circles: 

1 1 /"r'+i 
- - — = /      R(r) dr. (4) 

If R(r) is slowly varying over this range of radii, we can use this expression to numerically 

estimate R(r) from a full set of measurements of Gi (for i varying from 0 to r{). 
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3. A collimated probe and luminance detector 

To determine the veiling glare ratio of a display device, the luminance from small circular 

dark spots needs to be accurately measured. To develop a luminance probe with minimal 

response from surrounding bright regions, a collimated design with multiple baffles was em- 

ployed. The device is based on a high-gain Si photo-diode sensor with an active area of 

about 5.7x5.7 mm, a photopic filter, and a research radiometer (SHD 033 sensor, IL 1700 

radiometer, International Light Inc., Newburyport, MA). A standard barrel (40 mm diam- 

eter and 70 mm long) into which baffles can be positioned using threaded parts is attached 

to the sensor. A conic probe fabricated on a lathe from aluminum rod is placed at the end 

of this barrel. The assembled components are shown in Figure 2. 

The probe tip is designed to minimize the amount of light scattered from the probe back 

to the emissive structure. As shown in Figure 3, the probe entrance aperture has a diameter 

of 9 mm. The interior of the tip is shaped with a reverse cone geometry creating a pointed 

entrance aperture. The inclination of the interior walls of the inner tip minimizes the amount 

of light reflecting back to the display faceplate. The external conic shape of the probe reflects 

light coming from bright regions away from the display surface. An angle between the walls 

of the cone and the display surface normal of 15° allows central measurements in 380 mm 

diagonal displays. 

The surface characteristics of the first few millimeters of internal wall at the probe tip was 

thought to have a major impact on the reduction of scattered light that contaminate dark 

spot measurements. For this reason, both highly reflective and diffuse absorptive surface 

finishings were evaluated. The comparison showed that a highly specular surface at the 

inside front end resulted in a lower dark spot luminance. The specular surface was realized 

by polishing about 3 mm of the interior wall of the tip with very fine grit polishing paper. 

Light entering the probe at oblique angles is trapped by interior baffles and chambers. 

A series of four baffles of about 4 mm diameter creates a highly collimated response. Baffle 

positions and aperture diameters were determined using manual design methods. Figure 4 
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shows drawings that illustrate three aspects of the optical design. The principal rays that 

define the detector active area are depicted in Figure 4(a). The detector is directly exposed to 

only a portion of the back surface of each aperture as shown in Figure 4(b). Each aperture 

is very thin to reduce light scattering from the edges. Light entering at oblique angles, 

Figure 4(c), is reflected off the interior walls of the probe that are not viewed by the detector. 

Significant signal contamination is prevented by the large number of scattering events from 

absorptive surfaces required to reach the detector through the multiple apertures. 

The probe assembly was accomplished by a sequential procedure of painting and aperture 

bonding for each of four chambers. All interior walls except for the reversed conic tip 

are coated with a black absorptive paint (KRYLON, Ultra Flat Black 1602) to effectively 

dampen light reflected inside the probe. Interior baffle apertures were fabricated by attaching 

small, thin perforated disks of black anodized aluminum on either machined ledges in the 

conical end or on standard aperture holders screwed into the barrel. The bonding of baffles 

and apertures was performed using a two-part black epoxy. The specially machined conical 

end was attached to a standard baffle which, in turn, was attached to the end of the barrel. 

Finally, the external surface was polished and black anodized to provide a specular absorptive 

surface. 

All apertures were originally made with the same diameter (4 mm). However, when the 

probe was assembled, apparent light diffraction was observed by looking at a small dark spot 

in a bright field with the eye in the position of the sensor. It was determined that scattering 

from the edge of the second aperture was responsible for the interference pattern. This 

effect was successfully eliminated by slightly increasing the diameter of the second aperture 

to 4.1 mm. 

4. Experimental methods 

In this Section, we describe the experimental procedures used to test the performance of 

the proposed method to measure veiling glare in display devices.   Correction factors are 
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introduced by using opaque spots and spots of known transmission with negligible veiling 

glare. 

A. Probe response versus spot diameter 

The response characteristics of the probe can be determined by measuring the luminous 

signal from test patterns having an opaque spot which emulated a device with no veiling 

glare. For dark spot diameters smaller than the field of view of the probe, the measured 

luminance is associated with direct light striking the detector. For larger diameters, the 

luminance is caused by scattered light originating in the bright regions that enters the probe 

after multiple reflections. It is this contamination in the signal that limits the performance 

of the method. The amount of signal contamination for this probe is a function of both the 

dark spot radius (r^) and the distance between the probe and the emissive surface (d). 

To characterize the performance of the proposed method, veiling glare test patterns 

having a 320 mm diameter bright circular field with varying dark spot diameters were 

printed on 35x43 cm transparent ESTAR film with a laser printer (KODAK Ektascan, 

model XLP). The transilluminated patterns do not suffer degradation of image quality by 

veiling glare. Much light scattering occurs in the film, but is locally confined to the thin 

emulsion containing absorptive grains that modulate luminance. The optical density in the 

dark circles was supplemented with black absorptive paper glued to the film back side (next 

to the illuminator) to obtain negligible transmittance through the spot. 

The test patterns were back-illuminated in a dark room with a fluorescent lamp illumi- 

nator used for viewing radiographic film. The maximum luminance in the bright field of the 

test patterns was about 2,040 cd/m2. Black velvet was used to cover the detector assembly 

to shield the films from reflections coming from objects in the room. Measurements were 

performed using test patterns in a fixed location aligned with the probe axis, for values of 

Td from 0 to 10 mm, and distances d of 2, 10, and 20 mm. A correction factor was then 

computed as a bi-variate function ((r^, d), expressed as a fraction of the bright field intensity. 
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The correction factor £ represents the dark signal contamination due to scattered light. 

A corrected veiling glare ratio (Gcorr) can then be computed from measured values (Gmeas) 

as follows, 

Gmr(rd, d) = Gmm,(n, i) x _ c(rjj dlGmms(rdt d) ■ (5) 

Using this expression, a criteria for the application of the correction can be established. For 

example, for a device capable of a contrast ratio of 300, a maximum correction of 1% due 

to light leakage is obtained for £ less than 3.3xl0-5. 

B. Measurements for a display with no veiling glare 

The same test patterns used in the performance characterization experiment were utilized 

to understand how the proposed method performs when measuring veiling glare ratios in a 

test environment similar to a display device with no glare and low luminance. In this case, 

no additional absorption was employed in the dark target resulting in a film transmission of 

about 0.003. The transmission of the dark spot was determined by measuring the relative 

signal using a bright view-box masked with black absorptive paper with a centered hole of 

about 3 mm in diameter. The transmission Td(d) was computed as the ratio of the luminous 

signal when the hole was centered in the dark spot, to the signal for the same test pattern 

with no dark circular spot (i.e., a full bright circular field). Although the printing parameters 

were identical, the transmission values for film patterns with different dark spot diameter 

varied due to variations in film development conditions. The luminous signal resulting from 

the transmission through the film was subtracted from the measured luminance to estimate 

the veiling glare (Lg). 

To simulate display devices, the luminance in the bright region of the test patterns 

was reduced to be similar to the luminance found in high performance monitors. A film 

with uniform optical density was placed inside the illuminator between the lamps and the 

diffuser to obtain a bright field luminance of 170 cd/m2. Measurements were performed 

with test patterns having dark spot radii varying from 4 to 80 mm.   The measurements 
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were intentionally made at distances different than those used to measure the light leakage 

correction (i.e., 5 and 15 mm versus 2, 10, and 20 mm) to assess the performance of the 

correction. 

C. Measurements for a monochrome CRT 

To illustrate the application of the method for devices having veiling glare, measurements 

were performed for a monochrome medical imaging CRT (Image Systems, 24 inches diagonal, 

model M24L). Test patterns with varying spot diameter were displayed as images with 

1000x1000 pixels (see Figure 1). With the contrast control set to the maximum level, the 

monitor brightness control was increased from the minimum level until the full dark field 

luminance was greater than the value observed with the unit powered off. The brightness was 

then slightly reduced from this point, and the luminance of a full black field recorded (La). 

The veiling glare measurements were made with the entrance of the collimated probe at a 

total distance of 14 mm from the emissive layer (estimated using laser reflection technique). 

The probe entrance was at 1 mm from the surface of the display. The distance d was 

determined by adding the distance between the probe tip to an estimate of the faceplate 

thickness based on laser reflection measurements. The thickness was measured to be 13 mm 

resulting in a total distance d of 14 mm. Measurements were performed with test patterns 

of many radii varying from 4 to 160 mm. 

5. Results 

In this Section, we present results obtained for opaque spots, for spots with known luminance, 

and finally, for a medical imaging monochrome CRT. 
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A. Probe response versus spot diameter 

Figure 5 depicts the light leakage in test patterns with perfectly black spots measured at 

distances of 2, 10 and 20 mm. The measured data points are expressed as a fraction of 

the measured signal for a uniformly bright field. The recorded measurements for small 

radii define the collimated region of direct path light response with a width of 10% of the 

maximum equal to 2.5 to 3.5 mm radius. For values of the correction factor ranging from 

about 3xl0~5 to 10~3, the correction decreases exponentially with increasing spot radius. 

For a distance of 2 mm, the data asymptotically approaches a value of about 3xl0~5. At 

relative response values of 3xl0~5, the noise of the luminance detector measured with the 

probe aperture blocked was less than 10% of the signal (i.e., 1 pA). 

The relative response at large radii represents a correction factor ( that can be used to 

adjust the dark luminance values recorded in actual devices according to Equation 5. To 

provide a practical mechanism for computing corrected glare ratios (GcorT), a surface fitting 

was performed for £(rd,d) for correction factors ranging from 3xl0-5 to 10-3. A second 

degree polynomial expression with cross terms was obtained for the logarithmic values of 

the correction using a least-square fitting technique (MAPLE V, Waterloo Maple Inc.). The 

polynomial expression used for the correction factor is 

log C(rd, d) = 0.00339 d2 - 0.0778 d - 0.435 rd - 0.00120 rd d2 + 0.0371 rd d - 1.85 (6) 

where rd and d are expressed in mm. Figure 6 shows the experimental data points for the 

measured signal contamination along with the polynomial function ((rd, d) for the distances 

d used in the experiment. Data is presented for the region of radii and distances where 

the function is defined, namely, 3xl0-5 < rd <10~3, and 3 mm< d <10 mm. The results 

predicted using Equation 5 agree well with the experimental points. 

10 
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B. Measurements for a display with no veiling glare 

For measurements performed using veiling glare test patterns with known dark spot trans- 

mission, the measured dark signal (Lmeas) was interpreted as 

Lmeas{rd) = Lg(rd) + [Td(rd) + ((rd, d)]Lb (7) 

where Lg is the contribution associated with veiling glare, and Lb is the luminance in the 

uniform bright field. For an ideal detector (( = 0) and perfectly black targets (Td — 0), Lmeas 

is identical to Lg. In this case, due to negligible veiling glare contribution for radiographic 

film, and a priori knowledge of the values for Td(rd) and ((rd,d), Lmeas is expected to be 

zero and can thus be related to the uncertainty introduced by the method in the estimation 

ofG. 

The same relationship described by Equation 7 can be expressed in terms of veiling glare 

ratios as, 

r—17\ = r J7\ ~ Td^ ~ ^ d^ (8) ^corry'd) ^measyd) 

where Gmeas is the measured uncorrected veiling glare ratio. Again, for a perfect detector 

and true black spots, Gmeas is equal to GcorT. 

Figure 7 shows the inverse of the corrected veiling glare ratio, as defined in Equation 8, 

for radiographic film at 5 and 15 mm distance between the probe and the film surface. For 

both distances, 1/G is within ± 0.00012 for dark spot radii larger than 5 mm. Since in these 

experimental conditions veiling glare is negligible, these results represent the measurement 

error for the method. 

C. Measurements for a monochrome CRT 

For CRT measurements, an equation similar to Equation 8 was used to correct for the black 

luminance: 

1 1 Ld(rd) 
Gcorr\Xd)       Gmeas(rd) Lb 
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Figure 8 shows the corrected veiling glare ratios for the medical imaging CRT. For a 

radius of 5 mm, Gcorr is equal to 130. The data were numerically differentiated to obtain 

the ring response function discrete values (see Equation 4). Figure 9 shows the computed 

ring response function R(r). At short distances, R(r) has a plateau with magnitude equal to 

5xl0-4 mm-1. At about a radius of 20 mm, the magnitude drops to about 2xl0~5 mm-1. 

This value remains approximately constant up to the large radius measured for this monitor. 

A small increase in the magnitude of the tail can be observed as the radius increases which 

suggests that P(r) decreases with less than a 1/r dependency (see Equation 2). The ring 

response function may also be influenced by the edges in the CRT faceplate that can act as 

partial reflectors. 

6. Discussion 

The human visual system is very effective at observing images having a very large luminance 

range. The perception of brightness is generally understood to be logarithmically propor- 

tional to luminance17 and capable of adapting to different average luminance in the observed 

scene.18'19 Additionally, the human visual system performs well when observing the lumi- 

nance of dark regions surrounded by bright fields. The very low intrinsic veiling glare of the 

eye is primarily determined by the retina which has reduced sensitivity to obliquely incident 

light associated with scattering events in the lens.14'13'20 A high quality display device thus 

requires a veiling glare ratio of 400 or more for relatively small dark spots.21 

We have described an experimental method capable of measuring the large veiling glare 

ratios characteristic of high performance display devices. A luminance probe with very 

low light leakage has been developed for use with this method. Using this probe, we have 

demonstrated that measurements of very low luminance in small dark spots can be performed 

even when the surrounding field is 1,000 times brighter. 

The method described is applicable to very small dark spots. The minimum spot diam- 

eter that can be measured using this method depends on the distance between the entrance 
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aperture of the probe and the emissive surface due to the imperfect collimation provided by 

the design. A good approximation for the minimum spot diameter for a given distance d' 

can be obtained by computing the value of rd for which C(r* d>) is equal to 10"3. Minimum 

dark spot size thus have radii from 3 to 6 mm for measurement distances from 2 to 20 mm. 

Using a display device with negligible veiling glare, we have shown for the distances con- 

sidered that the uncertainty in the method is below 10"4 for 1/G. The method can thus be 

used for measuring glare ratios up to 103 with an error of less than 10%. Furthermore, when 

this measurement method is applied to construct the ring response function associated with 

veiling glare (as described in Equation 4), the error introduced by the method is small enough 

to allow features in R(r) to be clearly observed. While the probe and method described in 

this work were developed to measure veiling glare from light transport processes, contribu- 

tions to glare from other sources (i.e., electron back-scattering and frequency response of 

the drive amplifier) cannot be discriminated. 

Measurement artifacts caused by multiple scattering in lenses prevents their use for mea- 

suring veiling glare. Other investigators have used masking techniques (including flat and 

conic black masks) to shield the lens and camera from the bright regions when performing 

similar measurements.22-23 Flat masks perform better when placed adjacent to the emissive 

surface. For CRT devices, cone masks have proven useful due to the reflection of light away 

from the thick faceplate. 

We have compared the performance of the method described in this paper to results 

obtained using a black conic mask. An LS110 spot photometer (MINOLTA Co., Ramsey, 

New Jersey), with a 1/3° acceptance angle, was used with a close up lens (No.135) to ob- 

serve a 2 mm spot from a distance of 450 mm. A black cone with a 4 mm radius entrance 

aperture, 20° degree full cone angle, and 350 mm in length was constructed using dark- 

ened radiographic film with the glossy surface of the film towards the outside of the cone. 

The interior surface was covered, before rolled to conic form, with a light-absorptive paper 

(Edmund Scientific Company, Barrington, New Jersey). The conic mask was centered over 

a 5 mm radius dark spot at distances of 2 mm, 10 mm, and 20 mm.   The glare ratios 
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measured for test patterns having known dark spot transmission using a display with no 

anticipated veiling glare (i.e., the transilluminated film condition described in Section 4B 

with a maximum luminance of about 2,000 cd/m2) are shown in Table 1. The performance 

of the conic mask is poor at all distances measured, and worsens with increasing distance d. 

Observation of the test patterns through the conic mask revealed that light reflected at the 

entrance tip is responsible for the contamination of the dark luminance measurement. The 

results for 10 and 20 mm show that the conic mask method is not appropriate for measuring 

the veiling glare of high performance CRTs. At these distances between the cone tip and 

the emissive surface, and for the high glare ratios of interest in this work (about 400), the 

conic mask method fails to accurately determine G due to significant contamination of the 

dark luminance measurement. 

As detailed in Section 5, the performance of the collimated probe permits the accurate 

measurement of veiling glare ratios for 5 mm radius dark spot test patterns even with 20 mm 

between the emissive surface and the probe tip. 

The authors wish to thank Ed Muka (Mallinckrodt Institute of Radiology) and Ed Kelley 

(NIST) for their useful comments on the manuscript draft. This work was supported in part 

by U.S. Army Breast Cancer research grant DAMD17-96-1-6283. 
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Fig. 1. Computer graphic patterns for veiling glare. During the measurements, the bright circular 

field diameter is maintained constant while the dark spot diameter is varying from 0 up to the bright 

field diameter. 
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Fig. 2.     Photopic probe and IL 1700 research radiometer for measurements of veiling glare ratio. 
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Fig. 3.      Schematic drawing of the collimated probe showing dimensions in cm and the relative 

position of apertures and baffles. 
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Fig. 4.     Design drawings for the photopic probe showing aspects of the optical design. 
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Fig. 5. Experimentally measured probe response values as a function of the opaque spot radius 

for 2, 10, and 20 mm distance between the tip of the probe and the emissive surface. The factor 

is expressed as a fraction of the bright region signal. The bright circular region was 320 mm in all 

cases. 
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Fig. 6. Experimental data points plotted along with correction function ( curves for 2, 10, and 

20 mm distance d. The range of values showed represents the area where the function C(rd,d) 

is defined, namely, 3xl0-5 < rd <lxl0~3, and 3 mm< d <10 mm. The error bars represent a 

standard deviation of 20 consecutive measurements recorded at each point with the photometer. 
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Fig. 7. Inverse veiling glare ratios measured for test patterns on radiographic film at a distance of 

5 and 15 mm. The values for \jG were computed by subtracting the known Gd and the correction 

factor C (see Equation 8) for each dark spot diameter. Due to the veiling glare characteristics 

of radiographic film, the small values of 1/G for radii greater than 10 mm relate to the error 

introduced by the method. 
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Fig. 8.     Veiling glare ratio for a medical imaging CRT measured at a distance of 1 mm from the 

faceplate surface. 
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Fig. 9. Ring response function for the medical imaging CRT. The magnitude of the tails caused 

by light transport processes that occur in the display emissive structures can be measured using 

this approach. 
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TABLES 

Table 1. Experimental veiling glare ratios for test patterns printed on film with known dark spot 

transmission, measured with the collimated probe presented in this paper and with a method 

based on a conic mask. The true value of G was determined to be 478.6 based on optical density 

measurements using a film densitometer. Measurement errors are estimated from the standard 

deviation of 10 consecutive measurements. 

d (mm) 10 20 

G with conic mask 373 ± 26 161 ± 12 106 ± 9 

G with coUimated probe 474 ±1 474 ± 1 479 ± 1 
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performance limits of the human visual system. 
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LUMINANCE RANGE 

DISPLAY BRIGHTNESS MEASURES 

Luminance is a photometric measurement unit reflecting the 
brightness of a small region on a display surface. The SI 
unit of brightness is the nit, which is a candela per square 
meter (cd/m2). 1 Cd/m2 is equal to 0.2919 foot-lambert (fL). 

VISUAL ADAPTATION 

The human visual system will adjust its response to 
accomodate the average luminance of the scene 
observed. Animal experiments have been used to 
describe this adaptation.1-2 Illustrated to the right is 
the measured rate of neuronal signals for individual 
nerve channels connecting the eye to the brain. 
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CONTRAST RESPONSE 

When the observer is adapted to a particular 
average luminance, the change in neuronal rate 
associated with a small change in luminance is a 
biologic indication of contrast response. This 
response is maximal near the average luminance 
and is markedly reduced for regions in the scene 
with higher or lower luminance. 

L (cd/m2) 

DISPLAY LUMINANCE RANGE 
WHAT RANGE OF BRIGHTNESS SHOULD 

A RADIOLOGIC DISPLAY HAVE? 

The display of intensity information over a wide 
range of luminance results in images with high 
contrast (large AL/L for a given image intensity 
change). However, the luminance range is limited 
by the observer contrast response. 

Display luminance should be within a range of 
100 (Lnigh/Llow) to maintain good contrast 
response. In order to display contrast up to 
0.5 (A L/L) at these limits, the maximum 
luminance should be 200 times brighter than 
the minimum luminance. 

[1] R. A. Norman and I. Perlman. J. Gen. Physiol., 286:491-507,  1979. 
[2] R. A. Norman and F. S. Werblin. J. Gen. Physiol., 63:37-61,1974. 



GREYSCALE AND CONTRAST 
The contrast of a test pattern is defined as the 
relative change in luminance, AL/L, and not as 
the absolute change in luminance. 

-   CONTRAST THRESHOLD 

Psychovisual experiments have established how much 
contrast is required to detect a test pattern having a 
sinusoidal variation in luminance (AL/L) superimposed on a 
uniform background. The threshold contrast is dependent 
on luminance and spatial frequency as well as other 
parameters of secondary influence. At a spatial frequency 
of 1 cycle/mm where the observer has good response, the 
contrast threshold is nearly constant at high luminance and 
is poorer below 10 cd/m2 (see figure on the right).2 
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Digital images are displayed with a greyscale that maps 
the image value (IV) to display luminance. At high 
luminance where the threshold contrast (AL/L) is 
constant, a greyscale map for which log(luminance) = IV 
will produce uniform contrast. However, for many display 
systems, the dim regions occur at a luminance where 
the contrast threshold is poor. A greyscale map can be 
defined such that each increment in IV causes a just 
noticeable difference in luminance (see the figure at the 
left)2 . For a display with a maximum luminance of 1000 
cd/m2 and a minimum luminance of 5 cd/m2 there are 
about 600 just noticeable difference increments (JNDs). 

WHAT SHOULD THE MAXIMUM 
LUMINANCE OF A DISPLAY BE? 

For a display system with a luminance range of 
200, a maximum luminance of 1000 cd/m2 

provides good contrast performance. 

WHEN IS QUANTUM NOISE VISIBLE? 

For digital radiography, quantum noise often 
exceeds the contrast threshold and is visually 
apparent. For the noise power spectra 
associated with typical computed radiography 
systems, the noise amplitude exceeds the visual 
threshold (0.007 at 100 cd/m2) when the noise 
equivalent quanta (NEQ) is equal to about 
80,000 and the image is displayed using a 
transformation curve having a gamma of 2.0. 
This occurs with 1.5 mR exposure to a CR plate 
(80 kVp filtered beam). 

[1] P. G. J. Barten, Proceedings of SPIE vol. 1666, 1992. 
[2] ACR/NEMA, Greyscale display function standard, ACR/NEMA Working Group XI, Working Draft Version 1.2, March 27, 1997. 

Llow (cd/m2) Uigh (cd/m2) JNDs 

0.5 100 430 
1 200 500 
2 400 567 
5 1000 630 
10 2000 700 
20 4000 740 



LINEAR PERCEPTION 

Display systems typically use a greyscale for which the log of the display luminance and thus the 
relative contrast, A L/L, is proportional to the signal value.Transilluminated film has this 
characteristic. Because the contrast response of the human eye is not as good at low luminance, 
the dark portions of an image will have poor contrast unless the display enhances contrast in 
these regions. In the test pattern below, contrast at a film density (FD) of 2.3 has been increased 
by 73% relative to that at a density of .3 using the linear perception greyscale described at the left. 
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DYNAMIC RANGE 

In the example above, the large size of the test pattern allows the eye to adapt to the luminance 
in each of the subregions. The region of foveal response and eye adaptation is primarily located 
in a region of 3 cm diameter. Within this region, contrast at high or low luminance relative to the 
average may be reduced by the limited range of neuronal signal between the eye and the brain. 
In the three regions below the luminance dynamic range l^igtJ\^0VI is 10, 40, and 100. 



CRT DEVICES 
Although CRT is a mature technology, improvements in device 
performance are presently being sought. Active research 
topics include advanced electron gun and deflection lens 
design, emissive structures, and shadow mask coatings. 
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DESIGN CHARACTERISTICS 

Electrons are accelerated within the large vacuum bulb with a 
high voltage of up to 30 kV. The beam scans the plate in a 
raster fashion, exciting the cathodoluminescent phosphor 
with a small beam spot. To reduce the stress, thick glass is 
used for the funnel and plate. For a relatively flat faceplate 
with 29" diagonal bulbs, 13.7 mm thick glass is typically 
used.2 

GENERAL PROBLEMS 

To obtain adequate brightness, high current beam is 
deflected, while maintaining a small focal spot that is related 
to the display resolution. The thick faceplate results in image 
quality degradation by glare, and contributes to the weight of 
the device. 

EMISSIVE STRUCTURE COMPONENTS 

- Typical CRT emissive structures consist of a 
cathodoluminescent material (phosphor) deposited 
onto a glass faceplate panel as a powder layer. In 
color tubes, a highly light absorbent, carbon based 
black matrix separate the RBG phosphor dots for color 
purity. 

- A sub-micron thin layer of Al is overlayed on top of 
the phosphor to conduct the incoming electron current 
and maximize light output towards the viewer. For this, 
a filming material is used to assure a smooth, 
continuous and highly reflective film. The top figure on 
the right shows a scanning electron microscope image 
of the emissive structure of a monochrome CRT, 
where multiple layers of phosphor grains can be 
observed under the thin Al coating. 

- The glass faceplate can absorb up to 37% of the 
direct light improving contrast, and may have a rough 
surface on the vacuum side to reduce specular 
reflections. The bottom figure on the right shows a 
photograph of the interior surface of a CRT faceplate 
sample after the Al and phosphor layers were 
removed. 

[1] A. Badano, E. Samei, M. J. Flynn and K. J. Kearfott, SPIE Medical Imaging, 1996. 
[2] A. Imamura, T. Ikoma, H. Makio, K. Kikuchi, SID'92 Digest. 



GLARE 
Glare is a diffuse spreading of light that results from multiple 
scattering processes in emissive display devices. Low frequency 
degradation of image quality (perceived as contrast reduction) is 
observed when no glare reduction features are employed in the 
device design. 

LUMINANCE SPREAD IN FACEPLATE 

Light rays generated in the phosphor grains 
must undergo multiple scatterings before 
escaping the emissive structure and eventually 
being detected by the observer. Light diffusion 
in the emissive structure multiple layers results 
in luminance spread functions with tails that 
extend up to a distance of 20 cm. When wide 
luminance range images are displayed, this 
diffuse component over large areas degrades 
the maximum contrast capabilities of the device. 
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POINT-SPREAD FUNCTION 
CHARACTERISTICS 

The figure on the right shows luminance 
spread functions for a 16 mm thick faceplate 
with and without black matrix (BM), computed 
with a light transport Monte Carlo code 
(DETECT-II).1 The plots illustrate that reduction 
of the tail of the functions can be achieved by 
increasing faceplate glass absorption or by 
using BM ,1,2 
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CONTRAST REDUCTION BY GLARE 

On the left, the effect of glare degradation has been 
simulated. The circular test pattern (non degraded) 
has been convolved with a point-spread function 
typical of conventional CRTs. The pattern on the 
right depicts the expected reduction in contrast. The 
diffuse component is clearly observed in the image 
data profiles shown below. 

OTHER CONTRIBUTING FACTORS 

[1] A. Badano, and M. J. Ffynn, SPIE Medical Imaging, 1997. 
[2] A. Badano, and M. J. Rynn, International Display Research 
Conference, 1997. 
[3] J. J. van Oekel, SID'95 Digest. 
[4] G. C. de Vries, SID'95 Digest 

Another source of image quality degradation in 
CRTs can come from Al layer non-uniformities 
(cracks, holes) that may result in light leakage. In 
addition, electron backscattering in the emissive 
structure and in components such as aperture grille 
and shadow mask has been identified as 
responsible for a reduction in contrast and poor 
color saturation.3,4 



CRT PHOSPHORS 

LUMINOUS EFFICIENCY 

Cathodoluminescent phosphors convert energy 
deposited by energetic electrons to light. 
Electrons penetrate a cover layer and travel into 
individual phosphor grains. Light then scatters 
within the emissive structure until escaping from 
the display surface. 
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DISPLAY BRIGHTNESS 

Total display brightness is a function of the 
electron beam power (p,, W), the display area (a,, 
m2), and the luminous efficiency (E., Im/W). 

L = 
Er pi 

TC-CU 

phosphor 

-Al film 
electron beam 

The total luminous efficiency is computed as a 
linear combination of efficiencies and a photopic 
correction KA.. 

E/ = Kl • £e ■ £p ' £g 

- £e energy deposition efficiency 
- ep energy quantum efficiency 
- £ escape efficiency 

For typical devices, E, is 20.8 Im/W for P104 
phosphors and 13.5 Im/W for P45. 

For example, a CRT with a display area of 0.3 m 
by 0.4 m, an 1 mA electron beam accelerated to 
20,000 V (20 W), and a phosphor emissive layer 
with an efficiency of 10 lm/watt will have a 
display brightness of 530 cd/m2. 

COLOR OR GREY 

Current models of eye-brain function indicate 
that humans depend on display brightness for 
interpreting contrast and detail in.a scene (ref). 
Color is evaluated from separate eye receptors 
and interpreted as a low resolution difference 
signal (R-G and Y-B). It is generally thought that 
medical radiographic inspection of detailed 
scenes as encounted in medical radiography is 
best done with a display having a constant broad 
light spectrum perceived as white and various 
shades of grey. 

Illustrated below are highly magnified recordings of a uniform grey region (5 mm diameter) from 3 CRT devices: 
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A. Some high brightness phosphors, notably 
P104, contain a mixture of phosphors with 
different color and often produce a noisy 
image. 

B. Phosphors which naturally emit a broad 
spectrum, such as P45, typically have reduced 
luminous efficiency. 

C Color monitors rely on simultaneous stimulation 
of red, green, and blue phosphors to simulate a 
white or grey emission. To date, the color matrix 
technology has not been exploited by loading each 
cell with a high luminousity white phosphor. 



DEGRADATION BY NOISE, GLARE AND LOW LUMINANCE 

ORIGINAL QUALITY: This image was extracted from the 
digital radiography data of a chest study obtained using a 
storage phosphor system having a 200 fim pixel size. It is 
printed with 80% size reduction using a typical radiographic 
greyscale. The maximum density in the lung of the image is 
about 2.0. The minimum luminance for display with this exhibit 
is thus about 10 cd/m2. 

NOISE: Noise simulating phosphor granularity has been added 
to degrade the quality of this image. The added noise has a 
fluctuation of about 5 percent (+/-1 std. dev.) corresponding to 
a noise equivalent quanta of 10,000 #/mm2. 

GLARE: The effects of glare have been simulated by adding a 
constant quantity of luminance to all regions of this image. 
This is done by converting film density to luminance, adding a 
constant, and converting back to luminance. The amplitude of 
the glare degrading this image is 30 cd/m2. 

LOW LUMINANCE: Finally, we have simulated the appearance 
of a display with low luminance by increasing the film density of 
the exhibit page. If the exhibit backlight has a luminance of 
2,000 cd/mz , the maximum luminance of the display that this 
image would appear on would be about 125 cd/m2. 



AMLCD DEVICES 
AMLCD is an industry term (or 
active-matrix liquid crystal display. 

OVERVIEW 

When the molecule orientation within a liquid 
crystal (LC) is changed by the application of 
an electric field, the optical characteristics of 
the LC cell change. This electro-optical effect 
is used to modulate light transmission in 
LCDs. Light is emitted from the backlight, 
directed to the front and transmitted through 
the LC cell (see drawing below). The 
transmission is thus associated with the state 
of polarization of the light as it passes 
through the polarizer films and LC layer. In 
an active-matrix LCD, the switch between 
ON- and OFF-state is controlled by a thin- 
film transistor deposited onto the glass 
substrate. 

GENERAL PROBLEMS 

- As shown in the diagram below, multiple layers 
are needed to effectively modulate display 
luminance. Overall transmission is poor with 
values from 3 to 5% for full color TFT-LCDs, and 
up to 15 % in monochrome (black and white) 
designs. High efficiency backlights are needed for 
a high brightness displays. 

- LCs are optically anisotropic. Full ON- and OFF- 
states ("black" and "white") have typically good 
angle of view. However, for intermediate greylevels 
the emission distribution is severely affected. 

- Other problems include gate signal distortion for 
large area displays, lifetime, and temperature 
sensitivity. 
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STATUS 

a-Si:H TFT-LCD displays are now larger with higher resolution 
and increased grey scales. Different companies have produced 
full color AMLCDs up to 1 m (40") in diagonal having SXGA 
resolution (1280 x 1024), and brightness up to 250 cd/m2. 



AMLCD TECHNOLOGICAL TREND 
To use AMLCD in medical applications, the 
viewing angle, brightness, contrast ratio, and 
number of grey levels must be improved. 

WIDENING OF THE VIEWING ANGLE 

Since light transmitted through the LC cell can 
follow paths with different lengths and directions, 
the effective transmission depends on its 
emission angle, as seen in the figure below. 
Solutions that provide a more uniform response 
include: optically negative compensation plate, 
half-tone method, optically compensated 
birefringence mode utilizing a bent alignment cell 
(K -cell). The figure below illustrates typical 
improvements with a multidomain design. 

LARGER SIZE AND HIGHER RESOLUTION 

As the gate signal reach the other end of the 
gate line conducting path, it suffers an time 
delay of about T=RC. This limits display size 
and resolution. For large area high resolution 
displays, Cu or Al metalization must be used. 
Monochrome displays 13" in size, with 3072 x 
2048 pixel array, and pixel pitch of 90 u.m have 
been developed. 

INCREASE OF CONTRAST 
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IMPROVING DISPLAY BRIGHTNESS 

Transmitted light intensity is limited by the 
polarizers, color filters, and other layers. It is 
also restricted by the geometric aperture ratio of 
the pixel cell. One method to improve pixel 
electrode aperture ratio is to reduce the ITO 
pixel electrode to bus line separation (see figure 
on the right). The figure on the bottom of this 
page shows a TFT design with overlap between 
ITO and bus lines. 

Currently, the twisted-nematic mode is widely 
being used in LCDs. It has realized a high pixel 
contrast ratio of 100:1, viewed from the front. 
This has been attained by improving the 
polarizers, reducing the dispersion of pigments in 
color filters, and by adding a black matrix layer. 

LOW POWER CONSUMPTION 

In order to realize low power consumption, 
improvements must be made in transmitance 
ratio, efficiency of the backlight, and driving 
circuits power requirements. 

_   ITO fi»d  efcäörodu ._. 

Drain    TFT     Source      rTQ pixel electrode 
Signal bus line 



FED TECHNOLOGY 
FEDs are similar to CRTs in that electrons are emitted from 
a cathode and accelerated towards the phosphor through a 
vacuum cell. However, rather than using thermionic 
emission, electrons are emitted by a field emission process. 

OVERVIEW GENERAL PROBLEMS 

- In a field emission display (FED), each pixel 
has its own electron source that typically 
consists of a large array of low work function 
emitter microtips. Electrons are accelerated 
through a vacuum cell to impinge on a 
cathodoluminescent phosphor. Instead of using 
a diode arrangement with proximity focusing, a 
focus electrode can be incorporated to decrease 
beam spot size and increase resolution (see 
cross-section in this page). While most FEDs 
use metal microtips, amorphic diamond has 
shown good current - voltage characteristics, 
however, the emission mechanism is not well 
understood. 

- Most FED designs must be evacuated to low 
pressures (10'7 torr) to prevent contamination 
and deterioration of the electron emitters. Large 
display sizes thus need spacers to prevent 
bending of the faceplate. In low voltage 
approaches, small spherical spacers can be 
used. For high voltage operation with large gaps, 
high aspect ratio spacers are being developed.1 

- An FED faceplate usually consist of a thin glass 
panel, a conductive layer, and a phosphor 
(i.e. ,Y203 Eu, SrGaS,:Eu, ZnS:Cu,AI, 
Gd202S:Tb)2. For low voltage designs, 
transparent conductive oxides (e.g., ITO) are 
used instead of Al. 

- Pixel brightness variations due to electron 
emission non-uniformities and low reliability of 
the cathode have been reported for prototype 
designs. 

- Low voltage phosphors consume less power 
but have low efficiency and rapid saturation due 
to high current density ( -0.1 mA/cm2).1 High 
voltage designs look more promising. 

- Longer lifetime and low driver costs of a high 
voltage phosphor is challenged by an increase in 
flashover risk, more stringent surface 
degasification requirements, wider vacuum gaps 
and high aspect ratio spacers. 
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ATTRIBUTES STATUS 

FED advantages include: 
- wide temperature/humidity range 
- wide viewing angle 
- lambertian emission (CRT-like) 
- potential for high brightness and contrast 

Numerous companies3 will fabricate FED devices 
in 1998. However, all companies are interested in 
color rather than monochrome (black and white) 
displays. 

[1] J. Browning, C. Watkins, J. Aiwan, and J. Hoffman, International Display Research Conference, 1997. 
[2] B.K. Wagner, J. Penczek, S. Yang, F. Zhang, C. Stoffers, C.J. Summers, P. N. Yocom and D. Zaremba, International Display Research 
Conference, 1997. 
[3] Pixtech, Micron, Canon, Raytheon, Candescent, FED Corp., Futaba and Motorola. 



ELECTROLUMINESCENT 
TECHNOLOGY 

Among display technologies, electroluminescence represents an all 
solid state approach which provides the most direct conversion of 
electrical energy into light. Efficiency and performance 
characteristics depend strongly on materials and fabrication 
processes used. 

OVERVIEW 

- Electroluminescent displays (EL) use a phosphor 
under the influence of an electric field to generate light. 
Electroluminescence occurs in two forms: injection EL 
(light release upon recombination of minority and 
majority carriers), and high field EL (emission is due to 
impact excitation by accelerated charge carriers). 

- Thin film EL devices are made up of a stack of 
conductors and dielectrics with a phosphor in the 
center (see figure on the right). The thin films are 
deposited onto a glass substrate. A black thin film 
layer may be incorporated at the bottom of the 
structure to provide contrast enhancement. Thin film 
transistors can be used to address EL for high 
resolution, low cost devices. 

- Different doping elements have been used with a 
ZnS host, providing a wide range of emission spectra 
with typical efficiencies up to 5 Im/W (ZnS:Mn, 
ZnS:TbF3, ZnS:Mn,TbF3, SrS and CeF3). White 
monochrome emission can be obtained by mixing red- 
green and blue-green phosphors with high efficiencies. 
A "color by white" approach for full color has been 
described in which a white phosphor operates through 
RGB patterned filters.1 Another promising design 
concept consisting of a multilayer stacked structure 
with organic EL materials with increased efficiency and 
full color capabilities was recently reported.2 
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LUMINANCE / VOLTAGE 
CHARACTERISTICS 

One attractive feature of thin film inorganic 
EL is a very steep luminance vs. voltage 
slope above threshold (see figure below).3 

This along with a fast phosphor time 
response, allows for a direct addressing of 
large arrays. Low voltage threshold and 
similar steep curve characteristics have 
been reported for organic EL.4'5 However, 
monochrome (black and white) displays may 
be difficult to produce. 
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ORGANIC EL DEVICES 

Recently, organic materials with high luminous efficiency (up to 12 ImAV), low driving voltage 
requirements, and fast response times have been described. Needs for improved performance 
relate to chemical structure of organic thin films, organic - metal contacts, organic-organic layers 
interface, device structure, non-radiative recombination losses and electrical degradation. 
Materials include complex metallic compounds with aromatic rings such as anthracene. In early 
stages of developments, organic EL presents electrical reliability issues such as electrochemical 
instabilities with formation of radical species, contacts degradation, encapsulation (needed due to 
air and humidity sensitivity), and low thermal tolerance. 

[1] R. 0. Tomqvist, International Display Research Conference 1997. 
[2] P. E. Burrows, Z. Shen, S. R. Forrest, International Display Research Conference 1997. 
[3] M. R. Miller, Seminar Lecture at the SID 1997 Annual Meeting. 
[4] P. F. Seidler, E. I. Haskal, A. Curioni, and W. Andreoni, International Display Research Conference 1997. 
[5] J. C Sturm and C C Wu, International Display Research Conference 1997. 



RESOLUTION 
We define resolution in this work to be the maximum spatial 
Irequencyof the display. This is about equalto .5/P where P is 
the pixel size. 
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In the illustration at the left, sin wave signals 
of various frequency are shown. Spatial 
frequencies of over 6 cycles per mm are 
created from an 80 micron pixel size for the 
laser printer. 

Note: The sin wave pattern is not shown in 
this copy. 

CONTRAST SENSITIVITY VS FREQUENCY 

The contrast sensitivity described earlier in 
this exhibit is a strong function of spatial 
frequency. For typical viewing distances the 
response is best at a frequency of about .5 
to 1.0 cycles/mm. A display with a maximum 
spatial frequency of 3 cycles per mm will 
present all of the information that a human 
observor can recognize. This can be 
provided, even in a diagonal direction, with a 
pixel size of .120 mm. 
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Interestingly, sensitivity is reduced at low 
frequency which is why many radiologists will 
back away from an image to observe large 
features. 

DISPLAY SIZE SURFACE REFLECTIONS 

. Increasingly, digital radiographs are being 
recorded with success on regions smaller 
that the conventional 35cm x 43cm (14x17 
inch) size. A display size of 30cm x 36 cm 
corresponds to a 2500 x 3000 array of .120 
mm pixels. A display of this size will provide 
high fidelity when combined with a 
workstation having regional image zoom 
function. 

T he reflection of environmental light from the 
surface of a display can severly degrade an 
otherwise high fidelity image. Approaches to 
reduce these reflections include absorbent 
faceplates, black matrix absorbers, rough 
surfaces, and antireflective coatings. While 
we have not addressed this problem in this 
exhibit, it is extremely important for both 
electronic and film display. 



DISPLAY REQUIREMENTS FOR MEDICAL IMAGING 

Film Quality Display:  We define here a film quality display as one having all of the attributes of transillumated medical radiography film. 

High Fidelity Display: A high fidelity display will provide all of the image quality that can be perceived by the human visual system. 
It is expected that magnification and contrast/brightness adjustments are done with a computer. 

Good Quality Display: We have additionally defined a good quality device suitable for use for certain clinical functions. 
This quality is typical of the specialized CRT devices now used in medicine. 

Specification Film Quality High Fidelity Good Display 
Display Display 

Size 35 x 43 cm 1 30 x 36 cm 24 x 30 cm 

Pixels 4000 x 5000 2500 x 3000 1200x1500 
Pixel size ,08 mm .12 mm .20 mm 

Refresh rate static static / 80 Hz static / 80 Hz 

Max. luminance 2000 nit 1000 nit 300 nit 

Min. luminance 1 nit 5 nit 1.5 nit 

Greyscale levels > 1000 700 2 700 

Emission lambertian lambertian lambertian 

Color monochrome3 monochrome monochrome 

Contrast ratio4 > 1000 200 150 

Large area distortion < 0.1 % 2% 2% 

Reflectance diffuse diffuse + AR AR 

Viewing angle5 (vert.) full ± 45° ±30° 

Viewing angle 5 (hor.) full ± 60° ±45° 

[1] 43 x 35 cm is a standard size for radio-graphic detectors. Displays should have an 
horizontal/vertical aspect ratio of about 0.8.    :: >;^ 
[2] The log-luminance versus pixel value relationships should follow a perceptually linear 
profile based on the DICOM standard. *. ,.: 
[3] General preference in the field has been for displays with a white to slightly blue color. 
Most film bases are tinted blue. ,, 
[4] Contrast ratio defined with test pattern images consisting of an inner dark circular spot, 
surrounded by a bright outer circle with a ratio of radii of 10. The rest of the scene is kept at 
the same dark level of the inner spot. 
[5] Full stated contrast ratio and luminance performance is to be maintained within the 
required viewing angle. No contrast inversion is allowed. 



SUMMARY 
SID: The meetings and publications of the Society 
for Information Display are useful souces of 
information on display technology. 

Successful integration of digital radiography in medicine will require 
high fidelity electronic display. Current CRT system do not meet the 
desired display performance and have excessive size, weight and 
power consumption. Recent developments in flat panel display 
technology suggest that high fidelity, light weight displays will be 
available in the near future: 

AM LCD devices will be shortly available in large sizes. High brightness is easily achieved 
with bright back illumination. Further developments in optical design for monochrome displays 
should provide high fidelity. Lifetime and temperature sensitivity problems need to be 
resolved. 

FED devices have very attractive emission distribution and potential for very low glare. The 
technology is considered expensive to manufacture and problems with cathode aging and 
nonumiformity have to be resolved. 

EL devices represent a simple and potentially inexpensive display technology with the ability 
to achieve very high image quality. However, these devices are more natural for color displays 
and much materials research is required to achieve methods suitable for large area 
manufacturing. 
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ABSTRACT 

When radiographic images are displayed using cathode-ray tubes (CRTs), the perception of low-contrast, 
clinically relevant details can be hindered by veiling glare. To. reduce the effect of glare, high performance 
CRTs typically have an absorptive faceplate. Other approaches that have been implemented in color tubes 
include filtered and pigmented phosphor grains, and the use of a black absorptive matrix between phosphor 
dots. In this work, we present results on experimental measurements and computational predictions of the 
veiling glare for a medical imaging CRT of recent design (Clinton Electronics Corp., DS2000). Experimental 
measurements were performed using a colhmated conic probe with a high gain detector, and test patterns 
having a dark circular spot of varying diameter in a bright circular field. Computational and experimental 
results were obtained before and after application of an AR coating to the surface of the monitor. The 
glare ratio for a 1 cm diameter dark spot was measured to be 138 without AR coating, and 241 with 
coating. The results establish a bright ring in the PSF at about 45 mm distance. The predictions from 
the computational model agree well with the measured ring response functions for radii less than 50 mm. 
We speculate that the veiling glare response for large radii is greatly influenced by electron backscattering 
processes. While primarily designed to decrease specular reflections, the AR structure also affects the 
glare characteristics of an emissive display by increasing the probability that a light photon will exit the 
structure through the outer surface. 
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1. INTRODUCTION 

When radiographic images are displayed using cathode-ray tubes (CRTs), the perception of low-contrast 
clinically relevant details can be hindered by veiling glare. The multiple light scattering processes that take 
place in the emissive structures cause low-frequency degradation that can be significant in a low luminance 
region surrounded by bright areas. The effect of veiling glare is therefore determined by the luminance 
distribution of each image scene. 

In this paper, we present results on experimental measurements of veiling glare for a medical imaging 
monochrome cathode-ray tube (CRT) of recent design. Experimental data were obtained before and after 
application of an anti-reflective coating (AR) to the surface of the monitor. We report results using both 
direct and indirect measurements. Direct measurements of the veiling glare point-spread function made 
with a bright spot are difficult to perform due to the luminance difference between the central spot and 
the tails.   On the other hand, we report in this paper that indirect measurements using a dark spot of 
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increasing diameter can be performed if light from the bright regions does not contaminate the low level 
signals. Computational predictions of an optical Monte Carlo model are then compared to the experimental 
results. Finally, a discussion on the effect of the AR coating on the luminance spread functions based on 
the comparison of the results for the veiling glare with and without the AR plate is presented. 

2. COMPONENTS OF VEILING GLARE 

Veiling glare is commonly associated with the multiple light scattering processes that take place in the 
emissive structures of CRT that cause contrast degradation in low luminance regions surrounded by bright 
areas. We have described the optical component of veiling glare (light transport) in previous work.1-3 

Two other sources of veiling glare (light leakage and electron backscattering) are less well known, and are 
considered in more detail in the following sections. 

2.1. Light transport 

A significant component of veiling glare comes from the light generated in a region of the display that 
scatters within the emissive structure to emerge as if it was generated in a different region. 

To reduce veiling glare, high performance monochrome and color CRTs typically have an absorptive 
faceplate that reduces the brightness. Other approaches that have been implemented in color designs 
include filtered and pigmented phosphor grains.4 All color tubes presently have a black absorptive matrix 
between phosphor dots that leads to improved color purity. The absorption of light by this layer greatly 
contributes to reduce the magnitude of the tails of the luminance spread functions, as we will show later 
in Section 5. 

The contribution to veiling glare due to light transport processes within the emissive structure depends 
proportionally on the relative location of dark and bright regions in an image. Therefore, its effect is deter- 
mined by the luminance distribution patterns of each image scene. Conversely, the other two components 
to glare that will be analyzed in this Section, cause a background signal that is approximately uniform 
throughout the entire display surface. 

2.2. Light leakage 

Another component of veiling glare comes from light that leaks through the reflective coating at the inside 
surface of the phosphor layer and re-enters the emissive structure at another position. The thin aluminum 
coating covering the phosphor layer has microscopic holes that allow light generated in the phosphor to 
escape into the bulb volume. 

The reflectivity of Al backing fums is typically 90% or greater. The transmitted light will scatter off the 
walls of the bulb, and may eventually come back and exit through the faceplate adding a relatively uniform 
background to the image signal. This light leakage has been recognized and used as part of an experimental 
method to determine the Al layer thickness,5 and as a method for measuring the display performance 
according to luminance measurements made from the back of the CRT bulb funnel (implemented by True 
Image, LLC, Webster Groves, MO). 

When the transmitted light intensity through the Al film amounts to 10%, a uniform bright, field will 
be contaminated by an additional constant luminance of lxlO-3 of the bright field intensity*. If a small 
dark spot is placed in the center of an image at a luminance level of 1% of the bright field, the image 
contrast in the dark region will be reduced by 10%. 

'This figure assumes an absorption of 90% after all scattering events at the walls of the tube. Typically, coatings for the 
inside surfaces of color CRT bulbs are carbon-based absorptive materials, although metallic coatings having Cu and Ag are 
also used in certain applications. Monochrome tubes have an Al film deposited on the interior of the glass bulb, which results 
in increased degradation. 



2.3. Electron backscattering 

In addition to the optical components associated with light diffusion and light leakage, there is a significant 
component of glare caused by electron backscattering. The reduction in contrast due to backscattered 
electrons has been studied for fluorescent screens,6  and for scanning electron microscopes.7 

Color CRT devices are particularly prone to glare from electron backscattering. To obtain good color 
purity, a shadow mask* is located in front of the screen to allow each' electron beam to selectively pass 
through the mask holes and excite the corresponding color phosphor. Although the beams are focused 
and aligned with the holes, a fraction of the electron beam will directly hit the mask. As some energetic 
electrons impinge into the shadow mask or the screen, a fraction is backscattered and may eventually hit 
the phosphor layer at a different location. Short-range contrast degradation is associated with electron 
scattering in the vacuum space between the mask and the phosphor screen, while long-range effects come 
from backscattering at the mask and at the walls and funnel of the glass bulb.8 

The backscattered fraction from a surface depends on the effective atomic number of the material, 
and can be reduced by using low-Z materials such as graphite,9 or AI2O3.10 The amount of contrast 
reduction from backscattering is directly proportional to the primary beam intensity. It has been reported 
that the fraction of contrast loss due to electronic backscattering in color tubes can be as much as 98% of 
the total glare degradation.8 An increase by a factor of about 10 in the contrast ratio of 10x10 cm black 
squares was achieved by careful selection of coating material and thickness (G. C. de Vries, Philips Display 
Components Lab, Eindhoven, oral communication, 1998). The absence of a shadow mask in monochrome 
tubes results in a lower backscattered fraction since all the electrons hit the Al conductive coating and 
phosphor layer. 

2.4. Monte Carlo analysis of electron backscattering in monochrome CRTs 

To evaluate the magnitude of the backscatter component for monochrome tubes, calculations were per- 
formed with a Monte Carlo radiation transport code, SKEPTIC,11 that specifically models each electron 
interaction rather than using continuous slowing down approximations. The geometry of the monitor 
was described in three dimensions by a 40 cm cube representing the vacuum tube. The internal walls of 
the box were coated with a material commonly encountered inside CRT bulbs with an average elemental 
composition obtained from CRT coating manufacturers. 

To determine the variability between the different coatings used by CRT manufacturers, we computed 
the backscattering fraction using SKEPTIC for 7 coatings having different elemental compositions (Cl- 
001, Cl-002, Cl-004 from Acheson Colloids Company, Port Huron, MI, and g972, g984, g985, g9001 from 
Thompson Consumer Electronics, Lancaster, PA). All conductive coatings were composed of graphite, 
metallic oxides, and sodium silicates in different proportions. The materials used in this study are rep- 
resentative of coatings employed in color tubes. In monochrome displays, an Al film is used to coat the 
glass from the yoke assembly to the screen, resulting in a backscattered fraction of about 0.15 for energies 
between 10 to 100 keV.12 The results showed that the backscattered fraction was always within 0.15 and 
0.18 in the energy range between 5 to 35 keV. The degradation in contrast associated with this amount of 
backscattering is discussed later. 

The emissive structure was described as a 5 /im ZnO phosphor layer over-coated with an Al backing. 
The phosphor layer was partitioned in 11 elements of full length, 10 of which had a constant width of 
3.999 cm, and a central element having a width of 0.005 cm, to accommodate the incoming electron beam. 
A normally incident electron beam was used entering the box through a small hole in the back face, and 
impinging into the emissive structure at the center of the front face. 

'The aperture grille used with in-line electron guns, introduced in 1988, represents another approach employed for color 
selection. The transmissivity of the beam is 15 to 50% greater compared to shadow mask designs. 



The distribution of deposited energy accumulated in each element of the phosphor layer was then 
related to the primary incident energy deposited in the central element accumulated from all histories. 
The results ©f this energy deposition scheme are directly related to the point-spread function of the input 
electron beam. The energy deposited in the phosphor layer by the back-scattered electrons is related to the 
energy deposited in the thin central strip by the primary beam. In this case, we assume that the luminance 
generated is proportional to the deposited energy in the phosphoA 

Using a 30 keV mono-energetic beam, we found that the response tail is approximately constant upon 
the entire phosphor layer, with a magnitude of about 4xl0-2 cd/m2/cd for a 0.5 /im Al film. Since the 
energy of multiply backscattered electrons is significantly lower than the primary energy, we confirmed 
that the glare component is sensitive to the Al thickness. The magnitude of the spread function decreased 
to lxlO-2 cd/m2/cd for a 1 /.im Al thickness, and to 4xl0-3 cd/m2/cd for a 2 /im Al thickness. For a 
0.1 m2 display area at 100 nit having a 0.5 /im Al film, a small black spot will have a luminance of 0.4 nit 
produced by backscattered electrons, which results in a glare ratio G of 250. 

3. METHODS 

In this work, we experimentally measured the veiling glare for two model DS 2000 HB monochrome 
monitors at 1600x1280 resolvable pixels manufactured by Clinton Electronics Corporation, Rockford, IL. 
This twenty inch diagonal CRT has a display area of 362x272 mm and a flat 60 inch radius profile with 
110° deflection angle. A nominal brightness of 80 ftL is obtained with a P104 phosphor. A drawing 
showing the key elements of the emissive structure is presented in Figure 1. A glass faceplate 13 mm 
thick with 34% transmission and index of refraction equal to 1.525 constitutes the support for a 10-20 /tm 
thick phosphor layer coated with a thin reflective Al film (90% reflection). After the measurements were 
carried out without the AR coating, an AR panel consisting of a 3.2 mm thick sheet of glass having 92% 
transmittance was bonded onto the faceplate with a polyester laminating resin. The resin layer has a 
thickness of about 2.0-2.5 mm with no significant light absorption. The index of refraction of the resin 
and AR glass panel were considered similar to the index for the faceplate. The AR panel is coated with 
a multi-layer (5 - 7 layers) thin film structure with MgF2 and ITO as the conductive layer. According to 
the manufacturer (OCLI, Santa Rosa, CA), the absorption of the coating is less than 1% for 550 nm light, 
and the reflectivity is below 0.1% in the visible range. 

Anti-reflcctivc (AR) coating 

AR glass plate (4 mm thick, 92% T) 

Faceplate glass (13 mm thick. 34% T) 

Phosphor/binder layer (99% diffuser) 

Figure 1. Model of the emissive structure for the CRT monitor simulated in this work. 

This assumption is reasonable for cathodoluminescent phosphors under typical electron bombardment regimes, but may 
not be acceptable for other processes that rely on ionizing radiation to produce luminescence.13,14 



3.1. Optical Monte Carlo simulations 

Computational predictions of the veiling glare spread functions for the monochrome medical imaging CRT 
were obtained using DETECT-II, a computational tool for the simulation of light transport processes in 
emissive structures using Monte Carlo techniques.15'16 This program computes the response function of 
emissive display devices by modeling light scattering through 3-dimensional objects. Rough surfaces and 
anti-reflection coatings can be described using DETECT-II, for a complete model of the emissive structures 
considered in this work. 

3.1.1. Model of the emissive structure 

The geometric model employed for the simulation is based on the technical data provided by the manu- 
facturer. A cross-section of the emissive structure is shown in Figure 1. The linear absorption coefficients 
were computed according to the information on light transmission, as 0.536 cm-1 for the faceplate, and 
0.263 cm-1 for the AR glass panel. The thin film is modeled as a single-layer coating with optimized 
thickness (169 nm for 550 nm photon wavelength), and index of refraction equal to 1.23. 

All simulations for the CRT monitors described in this Chapter were performed using a mono-energetic 
light source with a wavelength of 550 nm. This photon energy located in the center of the visible range 
corresponds to the maximum photopic response of the human eye. For monochrome display devices, this 
approximation is considered good. Experimentally, the observation of glare effects in such devices does not 
demonstrate any color shifts. 

3.1.2. The discrete ring response function 

An important aspect of the simulation is the manner in which the results from the Monte Carlo binning 
are associated with the experimentally measured values. In this section, we review aspects of the veiling 
glare model to relate the experimental ring response function R(r) to the discrete Monte Carlo estimate 
Hi.15 For a point source of unit strength (1 cd of light), the Ar,- photon histories that emerge within a 
given solid angle Q are binned into radial bins i of constant thickness Ar. We can express the normalized 
discrete point-spread function V as 

-p. = *!i  c\\ 

where Nt is the total number of histories. The units of Vi are photons/sr/m2 per photons, which is 
interpreted as proportional to cd/m2 per cd, or, 1/m2. 

The point-spread function Vi is converted to a ring response function by summing over all angles (which 
is already done because of the radial bins) and accounting for the ring thickness Ar, as follows 

The units of Hi are the units of ^-, usually 1/mm. Equation 2 represents the Monte Carlo estimate of 
the ring response function and can be related to the measurements of veiling glare using dark spot test 
patterns. 

3.2. Experimental measurements 

Measurements of veiling glare were performed using direct and indirect methods. The measurements were 
performed on both monitors before an AR was bonded to the faceplate. After the first set of measurements 
(without the AR), the monitors were sent to the manufacturer, and were return to the lab with AR coated 
panels. This particular model is commercially available only with the AR panel. 



3.2.1. Bright spot measurements with CCD 

Direct measurements of a bright spot were also performed using a 1024x 1024 CCD.ir The bright spot was 
realized by disabling the electron beam sweep and directing the static beam to the center of the display 
area. In order to reduce the contamination of the low luminance regions by the bright spot, a black patch 
was placed between the spot and the camera lens. The patch was made with black paper and positioned 
with a thin black wire at about 10 mm from the display surface. 

The images recorded with and without the AR panel were analyzed to extract information on the profile 
of the point-spread functions. Image values were projected into radial 1-dimensional profiles, by adding 
the pixel number at each radial location, and then dividing by the numbers of pixels that contributed to 
each radial bin. The data were then corrected for dark current by subtracting 320 counts to each radial 
bin average. 

3.2.2. Dark spot measurements 

Luminance measurements of dark spots of varying size were carried out using a specially designed lumi- 
nance probe and test patterns that are described elsewhere.1'15 Data corresponding to each dark spot 
diameter was recorded and corrected for the instrument dark current. The baseline luminance correction 
was obtained by measuring the luminance at the center of the display device with a full field dark image. 
For these measurements, the brightness and contrast settings of the two units were adjusted to generate 
about the same maximum and minimum luminance with the minimum luminance set to zero (CRT cut- 
off). The results were then corrected using the correction factor C(r<£,d) for the appropriate radius of the 
dark spot (rj), and the distance d between the probe tip and the display surface. Finally, the difference 
between the values for 2 consecutive dark spot radius was divided by the difference in radius to yield the 
ring response function TZ(r). 

4. RESULTS 

Figure 2 shows the Monte Carlo computed ring response functions for one of the CRT devices tested. 
Without an AR panel, the veiling glare spread function presents a single peak at about 23 mm radius at a 
magnitude of about 0.001 mm-1. In the case of the AR coated panel, the prediction indicates the presence 
of several peaks with decreasing amplitude at larger radii. 

The images of the bright spot recorded with the CCD camera are shown in Figure 3. In spite of being 
thin and black, the support wire can be clearly seen in both images. The textured background observed 
is associated mostly with the roughness of the glass faceplate, and with the nature of the phosphor layer. 
The attempt to extract the information on the spread function profiles yielded the data plotted in Figure 4. 
Although much noise is present, the peaks at 22 and 33 mm are still noticeable. 

The ring response functions from the dark spot measurements performed before and after the addition 
of the AR panel are presented in Figure 5. The profiles for both monitor units without the AR panel show 
a marked peak at about 20 mm with an amplitude of 3xl0~3 1/mm, while the results for the AR case 
present a significant peak at 32 mm with a magnitude of about lxlO-4 1/mm. For each unit and both 
cases, the magnitude of the tails of the dark spot ring response function slightly increase for larger radii. 
Without an AR coating, the glare ratio for a 1 cm diameter dark spot was measured to be 138. With an 
AR coating, the glare ratio for a 1 cm dark spot was 241 due in part to additional glass absorption. While 
primarily designed to decrease specular reflections, AR coatings also reduce the veiling glare of an emissive 
display by reducing the amount of light internally reflected at the front surface. 
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Figure 2.   Monte Carlo predictions of the ring response functions for the monochrome CRT with and 
without the AR panel and AR coating. 

(a) Without the AR plate. (b) With the AR plate. 

Figure 3. Bright spot CCD images for the monochrome CRT monitor used in this work. The first peak 
(seen in both images) is associated with the first total internal reflection scattering events. The increase 
in the radius of the first peak circle from about 23 to 33 mm can be related to the increase in the front 
glass thickness. 
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Figure 4. Radial profiles for the CCD camera images of the bright spot. In spite of the noise, peaks are 
noticeable at 23 and 33 mm radius. The grainy appearance of the surface is related to the glass roughness 
and to the phosphor layer structure. 
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Figure 5.    Experimental ring response functions.   Two monitors (A and B) were measured with and 
without the AR panel. 
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Figure 6. Expected profile of the ring response function associated with electron backscattering or light 
leakage through the Al coating. The two curves depict different proportionality constants between R(r) 
and r. 

5. DISCUSSION 

Both experimental techniques used in this work have confirmed the general profile of the ring response 
function associated with veiling glare. However, results from the direct measurements do not provide 
information on the relative magnitude of the response function tails. The position and shape of the 
functions appear more clearly delineated in the results presented with the indirect measurement method. 

The profiles shown in Figure 5 from the indirect method agree reasonably well with the predictions of 
the Monte Carlo model. For the monitor without an AR panel, both the position and magnitude of the 
peak are consistent. This peak is associated with photons that are reflected once at the front surface with 
an incident angle close to the total internal reflection angle, and emerge after reflecting at the phosphor or 
Al layer. The shape of the peak is directly related to the dispersion in angles that occur at the phosphor 
layer, where photons are reflected with a Lambertian angular distribution and transmitted through a rough 
surface into the glass. We infer that the more rounded tip of the peak seen in the experimental data is 
caused by a broader angular distribution function at the phosphor-glass boundary. This can be due either 
to a rougher surface between the phosphor and the faceplate, or to a more broad angular output from the 
phosphor layer than defined by the Lambertian distribution function. 

In the case of the monitor with an AR panel, the location of the main peak is displaced to a larger 
radius due to the increase in faceplate thickness from the bonded AR coated panel. Although the location 
and magnitude of the peak is consistent with the Monte Carlo predictions, the presence of markedly 
defined multiple peaks in the simulation results does not agree with the measured data. The simplistic 
description of the AR coating as a single-layer structure could be responsible for the multiple peaks and 
valleys that would be associated with the periodic response characteristics of a single dielectric thin layer. 
A more accurate description for the AR coating may be needed to provide complete agreement between 
the predictions of the model and the measurement results. Improvements should reflect the structure of 
current AR coatings including the multiple thin film stack and protective layers. The pattern observed 
for the structures with thin film coating could be related to the fact that all Monte Carlo simulations 



were performed with a mono-energetic source of light. Instead, sampling photons having a distribution in 
wavelengths representative of the emission spectra of CRT phosphors with corrections for photopic response 
might lead to better agreement between the Monte Carlo predictions and the experimental results. 

A significant difference between the predictions of the Monte Carlo model and the experimental data 
observed with and without the AR panel is the response at large radii. The simulation results, which 
considers only the light transport component of veiling glare, show the magnitude of the tails decreasing 
to negligible values at radii of 140 mm or larger. However, the experimental data in Figure 5 show the 
magnitude of the veiling glare increasing gradually at large radii. This observation can be explained by 

the other sources of veiling glare. The magnitude of the ring response function associated with either light 
leakage through the Al layer or with electron backscatter is proportional to the radius of the bright ring. 
This relationship between R(r) and r is consistent with the experimental data (see Figure 6). 

Such interpretation might explain why the experimentally determined ring response function has a 
slightly increasing long tail, not seen in the optical Monte Carlo results that account only for the light 
diffusion component. 
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Small Spot Contrast Measurements in High Performance Displays 

Aldo Badano, Michael J. Flynn and Jerzy Kanicki 

ABSTRACT 

It has been reported recently that conventional 
methods for measuring the contrast ratio of display 
devices using small dark spots provide inaccurate 
data. In this paper, we describe an experimental 
method for reliable measurements of the small spot 
contrast ratio, based on a collimated probe that min- 
imizes the signal contamination to less than 10~4 of 
the bright field. Applications to veiling glare mea- 
surements and electronic crosstalk characterization 
are presented. 

I. INTRODUCTION 

Typically, uniform bright and dark fields are used 
to determine the full field contrast. However, sev- 
eral standards define contrast as the ratio of the lu- 
minance in a bright field to the luminance of a dark 
small spot. It has been reported recently that con- 
ventional methods for measuring the small spot con- 
trast ratio of display devices can provide inaccurate 
data [1,2]. 

For measuring small spot contrast ratios, a lu- 
minance probe and detector capable of measuring 
very low luminance values in a small dark region sur- 
rounded by a large bright field are required. Often, 
multiple light reflections in detector optics can sub- 
stantially alter the measured low luminance value in 
the dark spot. The measurement error amounts to 1- 
3% of the bright field intensity [3] for low-flare lenses 
with anti-reflective coatings. When measuring a test 
pattern for which the bright field luminance is 500 
times the dark spot luminance (i.e. a contrast ratio 
of 500), the measured contrast ratio will only be 83 
if the detector records 1% of the bright field in the 
dark region. 

In this paper, we describe a collimated probe that 
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Fig. 1.    Photopic probe and IL 1700 research ra- 
diometer for measurements of veiling glare ratio. 

minimizes contamination from very bright neighbor- 
ing regions. The probe has been specifically designed 
to measure small spot contrast ratios in high perfor- 
mance display devices for medical imaging applica- 
tions. Details pertaining to the optical design and 
construction of the probe are reported.' The appli- 
cation of this probe to measure veiling glare in med- 
ical imaging CRTs is demonstrated. Finally, appli- 
cations of this probe to small spot contrast ratio 
measurements for AM-LCDs are discussed. 

II. COLLIMATED DETECTOR 

To develop a luminance probe with minimal re- 
sponse from surrounding bright regions, a collimated 
design with multiple baffles was employed. The de- 
vice, shown in Figure 1, is based on a high-gain 
Si photo-diode sensor with an active area of about 
5.7x5.7 mm, a photopic filter, and a research ra- 
diometer (SHD 033 sensor, IL 1700 radiometer, In- 
ternational Light Inc.). A standard barrel into which 
baffles can be positioned using threaded parts is at- 
tached to the sensor. A conic probe fabricated on 
a lathe from aluminum rod is placed at the end of 
this barrel. The probe tip is designed to minimize 
the amount of light scattered from the probe back 
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Fig. 2. Schematic drawing of photopic probe show- 
ing dimensions in cm and the relative position 
of apertures and baffles. 

to the emissive structure. As shown in Figure 2, the 
probe entrance aperture has a diameter of 9 mm. 
The external conic shape of the probe reflects light 
coming from bright regions away from the display 
surface. An angle between the walls of the cone and 
the display surface normal of 15° allows central mea- 
surements in 38 cm diagonal displays. 

Light entering the probe at oblique angles is 
trapped by a series of interior baffles and probe 
chambers. A series of four apertures of about 4 mm 
diameter creates a highly coUimated response. Baffle 
positions and aperture diameters were determined 
using manual design methods. Significant signal 
contamination is prevented by the large number of 
scattering events from absorptive surfaces required 
to reach the detector through the multiple apertures. 

■■ The response characteristics of the probe were de- 
termined by measuring the luminous signal from test 
patterns having a perfectly black spot. For dark 
spot diameters smaller than the field of view of the 
probe, the measured luminance is associated with di- 
rect light striking the detector. For larger diameters, 

the luminance is caused by scattered light originat- 
ing in the bright regions that enters the probe after 
multiple reflections. It is this contamination in the 
signal that limits the performance of the method. 
The amount of signal contamination for this probe 
is a function of both the dark spot radius (r</) and 
the distance between the probe and the emissive sur- 
face (d). The methods used to characterize the per- 
formance of the detector assembly are described in 
detail elsewhere [4]. 

III. APPLICATIONS 

In this Section, we describe two display perfor- 
mance characterization techniques that rely on small 
spot contrast ratio measurements based upon the 
detector assembly described in this work. Both ap- 
plications (veiling glare measurements on CRTs and 
crosstalk artifact characterization in AM-LCDs) in- 
volve test patterns with small dark regions in an 
otherwise very bright image. 

A.  Veiling glare measurements in CRTs 

To illustrate the application of the method for de- 
vices having veiling glare, measurements were per- 
formed for a monochrome medical imaging CET 
(Image Systems, 24 inches diagonal, model M24L). 
We define the veiling glare ratio (G) as the ratio be- 
tween the luminance of the bright full field Xj, and 
the luminance in the dark small spot. Test patterns 
with varying spot diameter were displayed as images 
with 1000x1000 pixels. With the contrast control 
set to the maximum level, the monitor brightness 
control was increased from the minimum level un- 
til the full dark field luminance was greater than 
the value observed with the unit disconnected (CRT 
cut-off). The luminance was then slightly reduced 
from this point, and the luminance of a full black 
field recorded (£<*). 

The veiling glare measurements were made with 
the entrance of the photopic probe at about 1 mm 
from the surface of the display. The distance d 
was determined by adding the distance between the 
probe tip to an estimate of the faceplate thickness 
based on laser reflection measurements. The thick- 
ness was measured to be 13 mm resulting in a to- 



tal distance d of 14 mm. Measurements were per- 
formed with test patterns of many radii varying from 
4 to 160 mm.  Figure 3 shows the veiling glare ra- 

1000 

r(mm) 

Fig. 3. Veiling glare ratio for a medical imaging 
CRT measured at a distance of 1 mm from the 
faceplate surface. Values for the veiling glare 
ratio can differ significantly (up to a factor of 
10) when using different spot size. 

tios for the medical imaging CRT. For a radius of 
5 mm, G is equal to 130. This experimental method 
was used in other work to compare the predictions 
from simulation experiments with veiling glare char- 
acteristics of a DS 2000 HB monochrome monitor at 
1600x1280 resolvable pixels manufactured for medi- 
cal imaging applications by Clinton Electronics Cor- 
poration, Rockford, IL [5]. 

B. Crosstalk characterization in AM-LCDs 

Small spot contrast ratio measurements are also 
relevant for flat panel displays [6]. Of particular 
importance to high-resolution display devices with 
large number of gray levels is the scene-dependent 
undesired artifact caused by crosstalk in the active 
matrix array. In AM-LCDs, crosstalk is associated 
with the modification of the intended voltage across 
the liquid crystal cell. The artifact is caused by in- 
complete pixel charging, by leakage currents through 
the thin-film transistor, and by displacement cur- 
rents determined by parasitic capacitive coupling. 
Display crosstalk is more important for large size 

panels having higher resolution and gray-scale [7,8]. 
Although having different origins, crosstalk artifacts 
have been also studied for passive matrix polymer 
light-emitting displays [9]. 

(a) (b) 

Fig. 4. Crosstalk test patterns with uniform back- 
ground (a) and with horizontal bar (b) The im- 
age values for T (target) and B (background) 
were assigned 0, 50, 100, 150, 200, and 250 for 
the three colors of the 256 available levels, re- 
sulting in 6 gray levels. 

1.015 

100 150 
Grey level of background or bar (B) 

Fig. 5. Relative measured target luminance (T) as a 
function of the background or bar luminance (B) 
for: (a) centered white target, (b) horizontal bar 
with black target, (c) horizontal bar with white 
target, (d) vertical bar with black target,; and 
(e) vertical bar with white target. •■'■■?:'-.-, 

Measurements of display crosstalk were made on 
a 1024x768 color AM-LCD AKIA AT145X (Hosi- 



den Corporation, Japan). We used patterns having 
a small rectangular target of about 1 cm surrounded 
by a uniform lighter or darker luminance field. Verti- 
cal and horizontal crosstalk was studied by using bar 
patterns instead of uniform backgrounds, as shown 
in Figure 4. The tip of the probe was placed at 1 mm 
of the display surface. Figure 5 shows the change in 
target luminance (T) associated with the the change 
in luminance levels of the background or bar pat- 
terns (B) for a white target. A maximum change 
of 1% was observed for a centered white target in a 
uniform field at a grey level of 150. 

IV. DISCUSSION 

The human visual system is very effective at ob- 
serving the luminance of dark regions surrounded 
by bright fields due primarily to the reduced reti- 
nal sensitivity to obliquely incident light associated 
with scattering events in the lens [10-12]. A high 
quality display device therefore requires a small spot 
contrast ratio of 400 or more [13]. We described 
an experimental method capable of measuring the 
small spot contrast ratio characteristic of high per- 
formance display devices. A luminance probe with 
very low light leakage has been developed for use 
with this method. Using this probe, we have demon- 
strated that measurements of very low luminance in 
small dark spots can be performed even when the 
surrounding field is 1000 times brighter. Minimum 
dark spot size have radii from 3 to 6 mm for mea- 
surement distances from 2 to 20 mm. The method 
can be used for measuring small spot contrast ratios 
up to 103 with an error of less than 10%. 
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ABSTRACT 

Multiple light reflections in the emissive structure and electron backscattering processes in the vacuum of 
cathode-ray tubes (CRT) are sources of luminance spread and loss of image quality. To perform glare measure- 
ments in CRTs, a detector that can record low intensity signals from small dark fields in the presence of a bright 
surrounding field is required. We have designed and constructed a luminance probe consisting of a cone-shaped 
nose and an internally baffled barrel that measures light generated in a spot of about 4 mm diameter. The probe 
minimizes light scattering from the probe back into the faceplate, and minimizes contributions from bright sur- 
rounding regions. In this paper, we report results on the performance of the probe and demonstrate its application 
for characterizing CRT devices. The probe is shown to be capable of measuring contrast ratios of at least 800 
for dark fields with a radius of 2 cm. Measurements on a medical imaging CRTs illustrate how significant veiling 
glare in the device can result is contrast ratios of about 100 and how the reflection of ambient light can reduce 
the contrast ratio to below 25. 

Keyword List: CRT, glare, luminance measurement, contrast. 
SPIE Vol. 3335 Medical Imaging: Image Display (1998) 

1    INTRODUCTION 

Under optimized viewing conditions, observer performance is limited only by the human visual system. We 
have previously estimated that the minimum display performance required to achieve these optimized conditions 
requires a wide luminance range (5 - 1000 cd/m2), a perceptually linear greyscale levels (700), a high contrast ratio 
(200), and low surface reflection.1 Displays systems which meet or exceed this requirement can be considered to 
be high fidelity devices. In general, transilluminated film exceeds the requirements for high fidelity radiographic 
display. However, currently available medical imaging CRTs have yet to achieve high fidelity performance. 

To achieve good display quality in CRT and other emissive devices, degradation by glare and surface reflection 
has to be minimized. Glare is primarily caused by multiple light reflections in the emissive structure. Electron 
backscattering processes in the vacuum bulb of CRTs can cause additional glare, particulary with color devices.2,3 

Another potential contribution to glare can come from holes in the Al conductive layer of monochrome CRTs 
that results in light emitted into the vacuum bulb. To reduce this problem, the Al film is evaporated on a thin 



sheet deposited on top of the rough surface formed by phosphor grains. Since the emissive structure is designed 
to efficiently transport light out of display, CRT devices typically have excessive glare and surface reflection. This 
causes significant reduction in contrast, particulary for dark regions surrounded by bright regions. 

Several approaches have been employed to reduce the adverse effects of glare in CRT devices. Light diffusion in 
the emissive structure is controlled by using absorptive faceplate glass and a rough glass surface at the phosphor 
interface. Since the glass thickness is signficant (10 to 20 mm), the front of the display must be flat which 
promotes specular reflection. This is reduced in some systems by thin film anti-reflective (AR) coatings. Electron 
backscattering may be reduced by using low-Z material coatings4'2 in shadow masks. In addition to contrast 
reduction, glare in color CRTs degrades color purity and most color tubes use a black matrix to prevent color 
contamination. Using Monte Carlo simulations3'5 we have predicted that black matrix designs and thinner 
emissive structures might be used to decrease the loss of contrast associated with glare for monochrome devices. 
While these approaches have improved display performance, CRT display monitors continue to exhibit problems 
associated with glare and with scatter from environmental light. 

The effect of optical and electronic glare in CRTs can be measured by recording the luminance for a small 
black region surrounded by a uniform bright scene. Investigators from the National Institute of Standards and 
Technology (NIST) have recently reported results using black squares of varying size on a white background.6'7 

However, the symmetry of typical CRT point-spread functions (PSFs) suggests that a circular dark region sur- 
rounded by a larger bright pattern is more appropriate. In this work, we report on measurements made with test 
patterns having circular black regions of varying diameter. The luminance in the center of the black region is 
then related to the integral of the PSF tail beyond the radius of the black pattern. 

Measurement of the very low luminance in the dark region of a test pattern is difficult because light from the 
surrounding bright region can alter the response of the measurement system. In general, measurement systems 
using lens cannot be used because light scattering in the lens optics, referred to as flare, causes significant 
contamination of the dark field regions.6,7 For typical lens this is several percent of the bright field signal and 
for specially designed lens optics will still cause significant measurement error. NIST has reported a method to 
improve measurement results by placing a cone constructed of black material in front of the display with the 
small aperture at the cone tip located over the dark field.7 In this work, we report the design and performance 
of a special purpose luminance probe designed to measure the dark field luminance with minimal contamination 
from very bright surrounding regions. A series of baffles and a conic probe end prevent light from the surrounding 
regions from striking the silicon photodetector in the probe. 

No detailed experimental reports have been made which document the glare and reflective characteristics of 
radiographic displays. In this work we have focused on the measurement methods necessary to perform these 
tests and on the performance of a novel luminance probe. The measurements are applied to laser printed films 
to demonstrate the applicability of the methods to a system with negligible glare and low reflection of ambient 
light. The application of the method in a monochrome CRT unit designed for radiologic applications is otherwise 
demonstrated. 

2    METHODS 

2.1    Luminance Probe Design 

The luminance probe used in this work is based on an SEL 033 luminance sensor, photopic filter, and IL 1700 
research radiometer made by International Light Inc. as shown in figure la. The sensor is a silicon photodiode 
with an active area of about 5.7 mm by 5.7 mm. Attached to the sensor is a standard barrel (approximately 
4 cm diameter and 7 cm long) into which baffles can be positioned using threaded parts.   At the end of this 



(a)  Photopic probe and IL 1700 re- 
search radiometer. 

(b) Experimental arrangement for measuring luminance 
with test patterns on radiographic film. 

Figure 1: Photopic probe and experimental setup for measurements on film. 

barrel, a conic probe end is placed which was fabricated on a lathe from aluminum bar stock. Interior baffles 
were assembled by bonding small thin perforated disks of black anodized aluminum on small machined ledges 
or aperture holders. The entire probe was polished and black anodized to provide a specular absorptive surface. 
Figure lb shows the detector assembly positioned to record the luminance of a dark field in a test pattern. 

The probe tip is designed to minimize the amount of light that is 
scattered from the probe back to the emissive structure. As shown in 
figure 2, the probe entrance aperture has a diameter of 9 mm. The 
interior of the tip is shaped with a reverse cone geometry creating a 
sharp circular end to the probe. The inclination of the interior walls 
of the inner tip minimizes the amount of light that reflects back to the 
display faceplate. Light entering the probe at oblique angles is otherwise 
trapped by interior baffles. The outer cone shape of the probe reflects 
light coming from bright regions in a direction away from the display. A 
specular surface at 15° from the normal allows central measurements in 
38 cm diagonal displays to be made with minimum signal contamination 
from reflections off the body of the probe. 

t- 

A series of four baffles create a highly collimated response with a 
diameter of about 4 mm. Baffle positions and desired aperture diam- 
eters were determined using manual design methods. Figure 3 shows 
drawings that illustrate 4 different aspects of the optical design. The 
principal rays that define the responsive spot in the detector plane are 
depicted in figure 3(a). The detector is otherwise in a direct line with 
only a portion of the back side of each aperture as shown in figure 3(b). 
Each aperture is very thin to reduce light scattering from the edges of 
aperture holes. Light entering the probe at oblique angles, figure 3(c), is reflected off the interior side walls of 
the probe which are not viewed by the detector. The large number of scatterings from black surfaces that would 
be require to reach the detector through the multiple apertures prevent any significant signal from reaching the 
detector. In figure 3(d), light rays coming from a region outside the dark spot are shown. Only fight rays coming 
form a very small region in the bright field is able to directly penetrate the first baffle. 

Figure 2: Probe dimensions. 



-n- 
;—H 

(a) Principal rays de- 
fine the detector di- 
rect field of view. 

(b) Baffle position- 
ing and shielding of 
the back surfaces. 

(c) Scattered rays 
dampened by multi- 
ple reflections in the 
conic probe. 

(d) Light from out- 
side the dark spot 
delimits a penumbra 
region. 

Figure 3: Design drawings for the photopic probe showing aspects of the optical design. 

2.2    Detector response to a point source 

To determine the response of the probe to a point source, a 0.2 mm diameter aperture centered on a .025 mm 
thick stainless steel disk (Edmund Scientific) was mounted onto a sliding plate and placed on top of an integrating 
sphere port. The point source of light thus had a broad angular distribution from a small spot. The sliding plate 
was moved by a mechanical micrometer and measurements were taken at 0.250 mm steps. 

Figure 4 shows the point response recorded at distances of 0.1, 1 and 2 cm from the aperture to the probe 
tip. After a relatively flat response region out to 2 mm from the central axis of the probe, a sharp reduction 
in response is observed. The recorded luminance decreases to negligible values after 3 mm. Similar response 
profiles were obtained for the 3 different distances between the probe tip and the point source. The FWHM 
(full-width-at-half-maximum) values computed for each measurement distance indicate only a slight change as a 
function of distance as expected from the highly collimated design (see table 1). 

The point response results suggest that the probe can measure clearly defined circular dark field regions larger 
than 10 mm diameter while being successfully shielded from light originating from regions outside its field of 
view. Furthermore, the probe can be used at distances of at least 2 cm from the display surface. Thus, the 
glass faceplate thickness which separates the emissive layer from the probe does not hinder measurements of CRT 
devices. 
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(a) Measurements on radiographic film. The expected luminance 
was calculated from the film density (FD) values. 

(b) Measurements on a monochrome CRT. The arrows demark a 
range of dark spot radius that can be used to characterize glare. 

3.2 

Figure 5: Response of the probe to glare test patterns. 

CRT measurements 

A similar set of measurements were performed on a monochrome CRT which had previously been supplied as 
a part of a medical imaging workstation (Image Systems model M24L). Test patterns with the same dimension 
as was used with the film tests were displayed on the CRT using an Xterminal controller and graphic display 
software. The graphic tonescale as well as the monitor contrast and brightness were set at extreme positions to 
present a pattern for which the bright and dark regions were at the limits of the available range. Figure 5(b) 
shows the results of the CRT measurements. Distances between the glass faceplate and the probe tip of 1 and 
20 mm were used and the effect of modest ambient lighting was investigated. The environmental light used 
for the CRT measurements was not necessarily the same as that for the film measurements. For this display, 
ambient illumination has a significant impact on the glare characteristics of the device. It should be noted that 
the monitor tested was made in about 1993 and does not necessarily have the performance of CRTs manufactured 
more recently. 

3.3    Glare ratio results 

We define the glare ratio as the ratio of the bright field luminance measured without any dark field pattern 
to the luminance of the dark field. Table 2 shows the contrast ratios for the experiments reported in this paper 
for dark fields with radii of 5 mm or larger. The performance of transilluminated film is notably superior in all 
conditions. While the point response data indicates that light beyond a 5 mm radius does not directly strike 
the detector, this data clearly suggest that a radius of 10 mm is required to make measurements of very high 
contrast ratio. At 1 mm from the film, the contrast ratio is 862 which is likely near the true value. However, at 
a 2 cm distance and for a 10 mm radius the contrast ratio is 355 and is likely contaminated in a small amount 
from bright field fight which enters the probe aperture and is able to reach the photodiode. At this distance good 
results are obtained for radii larger that 20 mm. The significant glare associated with the CRT device is clearly 
seen for dark fields between 1 and 2 cm where the contrast ratio is 85 and 127. 



Spot radius Film CRT 
(mm) 2 mm 2 cm 2 cm with light 1 mm 2 cm 2 cm with light 
5.08 511 143 20.0 6.74 2.60 2.39 
10.16 862 355 337 85.3 59.5 13.5 
20.32 873 723 614 127 98.4 23.2 
40.64 963 798 641 240 183 24.6 
81.28 1010 886 715 270 207 29.83 
162.56 1035 1107 905 300 228 44.36 

Table 2: Contrast ratios for the film and CRT measurements. For distances associated with features encountered 
in diagnostic images (1 to 2 cm), the difference in contrast ratios for film and CRTs is notable. 

4    Discussion 

For the multi-baffle probe design that we have used, there is a decrease in the total amount of recorded 
light, or recorded luminance value, when the source-to-probe distance is increased. This is different than for 
single aperture luminance probes where the inverse square reduction in response for each point source viewed is 
compensated by the increase in the area of response that the probe records as the distance to the light source is 
increased. Thus conventional luminance probes with a barrel and a single aperture will record the same luminance 
value at different distances from the surface of a uniform brightness. Because of the tightly collimated design of 
this probe, the luminance calibration varies as a function of distance from the surface. The reduction in recorded 
luminance with distance to the source can be seen in figures 4, and 5. This luminance probe is thus best used 
for relative measurements such as contrast ratio and not absolute measurements. For figure 5, the luminance was 
calibrated by making a measurement of the bright field luminance with a standard luminance probe having a 
photometric calibration performed by International Light Inc. . 

In this work we have used film as a surrogate for a test pattern with a true black dark field and a very bright 
surrounding region. Measurements made with a laboratory diffuse densitometry indicate that the contrast ratio 
for the film patterns is between 909 and 1144. The film densities for the small dark patterns are slightly less than 
for the large patterns which is understood to be due to a variation associated with the chemical development 
process. The contrast ratios measured with the luminance probe demonstrate the same slight variation with 
dark field radius. However, the dark field luminance measured with the probe is about 1 to 2 cd/m2 larger 
than predicted by the film density. We believe this difference is either due to geometric differences in acceptance 
angle between the probe and the densitometer or due to a systematic error in establishing the zero value of the 
photometric probe. 

Since the glass faceplate of CRT devices forces the probe to be at some distance from the emissive layer, it 
is important that a luminance probe be capable of recording reliable contrast ratios at distances of about 2 cm. 
The results from measurements with the film patterns indicates that very reliable results can be obtained for 
dark field patterns of 2 cm radius for distances up to 2 cm from the surface. The shape of the CRT point spread 
function that we have reported in our previous work3'5 indicate significant glare at distance from 2 to 5 cm. Test 
patterns of 2 cm size thus have merit for characterizing CRT systems. 

Dark radiographic features of 1 to 2 cm dimension surrounded by bright fields are commonly found in diagnostic 
images. Our CRT results indicate notable additional degration in contrast ratio for dark fields of 1 cm radius. 
Our film results indicate some contamination of the measurement (contrast ratio of 355) for a 1 cm radius dark 
field observed at 2 cm distance. Nonetheless, the comparable contrast ratio of 85 at the faceplace surface is likely 
associated with a real difference in CRT performance. We estimate that for the 1 cm radius pattern these CRT 
measurements at the faceplate may be in error by 10 percent. It would be desirable to further improve the design 
of this probe to obtain film contrast ratio results at 2 cm distances that have little measurement error. 



We have illustrated how a probe of this design can be used to examine the image quality degradation associated 
with ambient room lighting. However, no attempt was made to establish a standardized environment for illumi- 
nating the surface of the display. The approximate illuminance of the surfaces was 100 lux, however both rooms 
used for this measurement had significant angular dependence for the illumination of the surface. Regardless, 
the results for the film test patterns demonstrate how effective the black material of the film is at absorbing the 
illuminating light. Similarly, the very high reflectance of the CRT associated with the non-absorbing properties 
of the phosphor emissive structure is demonstrated by the severe reduction in contrast ratio. A more controlled 
illuminating environment is required to quantify the effects of ambient lighting. Furthermore, the influence of 
ambient light reflection is large enough that measurements of the contrast ratio associated with the device only 
should be made with black absorbant material positioned to absorb the light emitted from the test pattern. 

Previously, we described a method for computing the luminance spread function of emissive displays from the 
results of the Monte Carlo simulations.3 The results of the Monte Carlo calculation yield the fraction of photons 
that emerge from the display surface from positions between a radius of r and r + ör and are within a specified 
solid angle. In principle, this differential point spread function, P(r)ör, can be experimentally measured, however 
the very low values of P(r)Sr relative to intensity of a point source make this a difficult measurement. 
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Figure 6: Relationship between the point-spread function predictions from the Monte Carlo calculations and the 
discrete ring response function obtained from the experimental results. 

In this work, the luminance spread function characteristics are determined indirectly by measuring the dark 
spot luminance for test patterns with increasing dark spot diameter. A ring response function which reflects the 
diffuse signal contributed by a "bright ring to the central dark spot can be obtained by subtracting consecutive 
values. The ring response function is simply the difference in luminance values for dark field patterns of two 
different radii, R(ri,rj) = lrj — lri. This response function R(n,rj) is directly related to the integral of the point 
spread function from r* to Tj as illustrated in fig. 6 when appropriately normalized for the units of the point 
response function. Thus, measurements made with circular dark field patterns of varying diameter can thus be 
compared to experimental or theoretical descriptions of the point response function 



5    SUMMARY 

A cone-shaped luminance probe that allows measurements of the glare characteristics of emissive displays 
has been designed and constructed. The performance of the detection system was tested using a point source 
and measurements of test patterns were made with transilluminated film. The response characteristics show 
that this probe permits the measurements of very low signals without contamination from bright surroundings. 
The measurement system and the reported test patterns provide a useful method to characterize glare in display 
devices. The results from measurements made with circular test patterns can be related to the luminance point 
spread function associated with glare. 
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A. BADANO, MONTE CARLO MODELING OF GLARE ... 

Monte Carlo Modeling of Glare in Cathode-Ray Tubes for Medical Imaging 

Aldo Badano and Michael J. Flynn 

ABSTRACT 

The luminance range of cathode-ray tube (CRT) sys- 
tems is limited by glare associated with light diffusion in 
the thick glass faceplate. This is of particular concern 
in medical imaging applications, where images with wide 
luminance range and low contrast detail are displayed. 
To achieve the required display quality, careful control of 
the light transport processes in the faceplate of CRTs is 
needed. In this paper, an optical Monte Carlo simulation 
code (DETECT-II) for modeling the luminance spread 
in the CRT emissive structures is described. Using this 
approach, the effect of rough surfaces and anti-reflective 
thin-film coatings on luminance spread functions is ex- 
amined. 

Keywords—Glare, CRT, anti-reflective coatings, 
Monte Carlo, computational modeling. 

I. INTRODUCTION 

Cathode-ray tube (CRT) systems used for medical 
imaging applications should have very high brightness 
(up to 1,000 cd/m2) while minimizing the degradation of 
image quality caused by light diffusion in the faceplate. 
Reduction of luminance spread is usually achieved by in- 
creasing glass absorption. However, this solution also 
severely reduces the display brightness (up to a factor of 
0.37).1 Previous calculations have showed that the lumi- 
nance spread characteristics of very thin emissive struc- 
tures permit a better image quality with less degrada- 
tion by glare and increased brightness.2 However, large 
screen sizes required in radiologic applications* can only 
be achieved with large bulbs and correspondingly thick 
faceplates. 

Increasingly, ambient light reflection off the device 
faceplate is becoming a critical consideration when dis- 
playing medical radiographic images. Ambient illumina- 
tion levels vary greatly depending on the medical appli- 
cation and can be difficult to control. Proper modeling 
and characterization of the effect of anti-reflective (AR) 
coatings on light spreading in the emissive structures is 
needed to understand their importance in medical imag- 
ing CRTs. 

Prom the Dept. of Diagnostic Radiology, Henry Ford Hos- 
pital, Detroit, MI and the Dept. of Nuclear Engineering and 
Radiological Sciences, University of Michigan, Ann Arbor, MI. 

*35 x 43 cm is a standard size for radiographic detectors. 

Fig. 1.    CRT faceplate core showing the inner surface 
after removal of the phosphor and Al layers. 

To understand the trade-offs in emissive structure de- 
sign, we developed a simulation code (DETECT-II) that 
can be used to predict the glare characteristics of an elec- 
tronic display.1'2 In this paper, the application of this 
code for the simulation of light transport in CRT emis- 
sive structures is described. Emphasis is given to the 
techniques used to computationally describe rough sur- 
faces and AR coatings. This code is used to analyze the 
glare characteristics of a monochrome CRT. The geomet- 
ric model for the simulations is based on information ob- 
tained from faceplate sample cores of a medical imaging 
CRT (Clinton Electronics Corp.). The diameter of the 
cores is about 37 mm. Fig. 1 shows the rough surface 
typical of wet etching treatment, seen at the inner glass 
surface in contact with the phosphor grains. As seen in 
fig. 2, several layers of phosphor grains with broad par- 
ticle size distribution are overcoated with a very thin Al 
layer. 

II. METHODS 

The modeling of light transport processes that occur in 
emissive structures can be done using either ray tracing 
or Monte Carlo methods. Ray tracing techniques rely 
upon a priori knowledge of the system response to de- 
termine the principal ray paths that will contribute to 
the output. On the other hand, Monte Carlo methods 
track the trajectories of a large number of optical pho- 
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Fig. 2. Scanning electron microscope image of a CRT 
faceplate sample. The phosphor layers were exposed 
using a scalpel scratch. The image dimension is about 
50 fxra. Debris from the sample preparation can be 
seen on top of the Al layer. 

tons to describe the statistically averaged output. Ab- 
sorption and scattering processes are modeled with the 
Monte Carlo method by randomly sampling the distance 
to each event from probability distribution functions. 
Monte Carlo methods can handle a wide variety of phys- 
ical cases and are computationally practical when using 
high speed computers. 

To model the luminance spread functions in emissive 
displays, we developed a Monte Carlo optical transport 
code written in Fortran 90 (DETECT-II). The geometry 
is described in 3D Cartesian coordinates using slabs with 
orthogonal division into cells. The surface definitions 
include rough surface, mirror, perfect absorber, partial 
diffuse absorber with lambertian emission and thin film. 
Photon histories are started as point or planar sources 
with lambertian or isotropic angular distribution. Indi- 
vidual photons are allowed to be absorbed or scattered in 
the medium. Required computing time per track ranges 
from 15 to 100 ps, depending on the complexity of the 
algorithms involved. To avoid correlations in multidimen- 
sional space when a large number of histories are needed, 
a portable, fast, and very-long period (2144) lagged Fi- 
bonacci random number generator is used.3,4 In addition, 
a parallel implementation of this random number gener- 
ator is easily achievable. 

A. Photon polarization 

A unique feature of DETECT-II is the tracking of pho- 
ton polarization. Polarization tracking using Monte Carlo 
techniques has been used in astrophysical applications.5'6 

The variation of intensity of each polarization component 
is described by using the Stokes parameters. These prior 

Monte Carlo techniques follow ray paths and not individ- 
ual photons. We have implemented a different algorithm 
that tracks polarization states for single optical photons. 
Neglecting the effect of finite wavelength, the light trans- 
port is simulated by tracking individual photons using a 
physical optics description. When boundary crossings oc- 
cur, polarization dependencies in the Fresnel coefficients 
are evaluated. Reflection and transmission coefficients 
are interpreted as probabilities.7 

B. Display simulation 

An important aspect of our Monte Carlo code is a 
method for binning results which is designed for display 
modeling. To simulate display performance, the viewer 
is assumed to observe the image from a direction normal 
to the surface. Photons are tracked from the source to 
the front surface of the display and those within a finite 
solid angle about the normal are binned into discrete re- 
gions on the surface. A solid angle corresponding to a 
6° cone is used rather than the typical solid angle of a 
human observer in order to make efficient use of the pho- 
ton histories. The binning of the emerging position is 
done by back-projecting the light path to a virtual plane 
of emission. This accounts for the difference in index of 
refraction between air and glass, and allows binning from 
a large solid angle to a common virtual focal plane inside 
the emissive structure. 

C. Emissive structure models 

Our previously reported calculations were made with a 
very approximate model of a CRT emissive structure with 
a glass faceplate thickness of 1.6 cm. CRT emissive struc- 
tures were modeled as single slabs (i.e., the glass face- 
plate) with surface conditions reflecting different design 
approaches including black matrix, and reflective metallic 
coatings (see fig. 3).1'2 The phosphor layer was modeled 
by a 90% diffuse reflectance that includes the reflection 
from the Al film. However, careful examination of the 
phosphor-glass interface confirms the presence of regions 
with glass-to-vacuum, and glass-to-binder contacts. A 
single uniform vacuum layer between the phosphor and 
the faceplate is not appropriate since it results in exces- 
sive light channeling. 

In this paper, we introduce a phosphor-binder layer to 
understand the effect of the surface roughness on the lu- 
minance spread function. The roughness of the inner sur- 
face of the faceplate is described using the rough surface 
scattering description presented in section II-D. Rough- 
ness profiles are defined by the maximum angle that the 
sampling procedure accepts*. A two-slab representation 

*A maximum angle of 0° is equivalent to a smooth surface. 
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90% diffuse reflectance 

Fig. 3.     Cross-section of the geometric model used in 
previous calculations. 

AR coating 

glass faceplate (n=1.5) 

rough surface 

Fig. 4.   Cross-section of the geometric model used in this 
work. 

of the emissive structure that depicts the change in in- 
dex of refraction from the glass (1.523) to a material with 
an intermediate index (1.3) to accommodate for the in- 
terfaces with binder and phosphor grains is used. The 
phosphor layer is 100 ^m thick with a 99% diffuse re- 
flectance at the Al film, as shown in fig. 4. Using this 
geometry model, the effect of the surface roughness at the 
interface between the glass and the phosphor layer can be 
investigated. 

D. Rough surface scattering 

To describe Fresnel interactions at rough surfaces such 
as shown in fig. 1, the surface normal is randomly per- 
turbed. This is appropriate for surfaces having sinusoidal 
profiles with low aspect ratio. The roughness is specified 
by defining a maximum cone for surface normal varia- 
tions. A Fresnel analysis is then performed using angles 
<f>i and 4>2- The diagram in fig. 5 shows a 2D representa- 
tion of the model, where a is the rotation angle used to 
simulate a surface slope. 

The Fresnel's equations are solved with the incident 
photon vector expressed in a rotated coordinate system. 
The out-coming vector is then rotated back to the ini- 
tial coordinate system. Additionally, a test is performed: 
4>i + a < j, which prevents a reflection directed into 
the surface. For a reflection occurring in a valley, the re- 
flected photon may strike a neighboring hill. This is not 
accounted in the model and thus, surface normal distri- 
butions should be limited to modest cone angles. 

n2 

Fig. 5. 2D representation of the rough surface model, 
öi and 02 are given by SnelPs law. On the left, the 
flat surface case is depicted. The surface normal is 
rotated an angle a on the right. After the boundary 
analysis is performed in the rotated system, T or R 
are expressed in the original coordinate system. 

E. Transmission of anti-reflective coatings 

In general, AR coatings have been directed at reduc- 
ing the specular reflections from the faceplate of a CRT. 
While silica-coating or chemically etched rough surfaces 
have been used for this purpose, the degradation of dis- 
play resolution is unacceptable for most applications. Re- 
cently, thin-film coatings are employed in high-definition 
CRT systems for medical applications. Materials include 
organic layers8 and metal oxides.11'9,10 Multiple layers 
are used in recent AR coating designs to further decrease 
the reflectivity, with transparent conductive layers to dis- 
sipate static charge and reduce dust build-up, and to pro- 
vide electromagnetic shielding.11 

In addition to a reduction in the reflectance of the dis- 
play, AR coatings affect the transport of light inside the 
faceplate by favoring transmission at the glass-air inter- 
face. The optical properties of such structures can be de- 
scribed as a function of the wavelength and the incident 
angle.7 By using modified Fresnel coefficients, thin-films 
can be incorporated as surface types into the simulation 
code. 

III. RESULTS AND DISCUSSION 

In this work, we report results using a more accurate 
model of the emissive structure of CRTs. Figure 6 shows 
the results for the 3 added components. First, the effect 
of a second layer (phosphor-binder) is depicted in curve 
a. All surfaces are smooth and no AR coating is used in 
this case. The first peak in this curve is associated with 
reflections off the glass-air interface that are scattered at 
the phosphor diffuse surface. Additional oscillations are 
caused by multiple internal reflections occurring in the 
binder layer and determined by the critical angle of the 
binder-glass interface. 
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Fig. 6. Point-spread functions CRT emissive structures 
shown in fig. 4. Curve (a) corresponds to smooth 
surfaces without AR coating. The effects of rough 
surface (b) and AR coating (c) are shown separately. 

The second case (curve b) reflects a model with a rough 
surface with a maximum angle of 30° at the binder-glass 
boundary. The roughness results in a more diffuse re- 
sponse, with a slight reduction of the first peak intensity, 
and an increase in the magnitude of the tails. The oscil- 
lations seen in the case of smooth surfaces become less 
noticeable. The results predict a reduction of the central 
peak intensity1 of 4.6%. 

Finally, curve (c) corresponds to a 2-slab structure 
with no rough surface and an AR coating with optimal 
index match (n = 1.234). For this model, the thickness 
of the film is 0.169 /an for a 550 nm monoenergetic light 
source. The results confirm the expected reduction in the 
magnitude of the tails. At the same time, the peak in- 
tensity is increased by 2.6% due to the improved index 
matching at the glass-air interface. Additional peaks ap- 
pear more clearly due to a reduction of the diffuse con- 
tributions. 

IV. SUMMARY 

The computational modeling of light transport in the 
emissive structures of CRTs provides a unique tool for the 
design of high-definition systems. In this paper, we de- 
scribed a new simulation code (DETECT-II) that uses 
Monte Carlo techniques to predict the optical perfor- 
mance of display devices. Descriptions of rough surfaces 
and AR thin-film structures were implemented to provide 
a more detailed model of the optical properties of emissive 
structures of the type found in high-performance CRT 
units used in medical imaging applications. Predictions 

of the model show agreement with preliminary measure- 
ments performed with a unique experimental probe de- 
signed for measuring the glare characteristics of CRTs.12 
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Image Degradation by Glare in Radiologie Display Devices 
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ABSTRACT 

No electronic devices are currently available that can display digital radiographs without loss of visual informa- 
tion compared to traditional transilluminated film. Light scattering within the glass faceplate of cathode-ray tube 
(CRT) devices causes excessive glare that reduces image contrast. This glare, along with ambient light reflection, 
has been recognized as a significant limitation for radiologic applications. Efforts to control the effect of glare and 
ambient light reflection in CRTs include the use of absorptive glass and thin film coatings. In the near future, 
flat panel displays (FPD) with thin emissive structures should provide very low glare, high performance devices. 
We have used an optical Monte Carlo simulation to evaluate the effect of glare on image quality for typical CRT 
and flat panel display devices. The trade-off between display brightness and image contrast is described. For 
CRT systems, achieving good glare ratio requires a reduction of brightness to 30-40 % of the maximum potential 
brightness. For FPD systems, similar glare performance can be achieved while maintaining 80 % of the maximum 
potential brightness. 

Keyword List: flat panel display, emissive display, digital radiography, CRT, glare. 

1    INTRODUCTION 

The radiologic information acquired by current digital radiographic systems is often interpreted using film 
from a laser printer. The electronic display of digital radiographs will require devices with the performance of 
transilluminated film.1 High luminance, low noise and wide dynamic range are required, as summarized in Table 
I. Computer workstations designed for displaying and interpreting digital radiographs all use cathode-ray tube 
monitors (CRT). However, the limitations of current CRT display devices as compared to transilluminated film 
have been recognized and include issues such as brightness, resolution, dynamic range, uniformity, and noise.2-6 

Typical CRTs require a thick glass panel between the light emission sites and the viewer. Depending on the 
curvature ratio of the tube, the faceplate thickness may range between 1.3 and 2.5 cm.7 Multipath light scattering 
in the faceplate adds a diffuse background (glare) to the primary signal that reduces contrast. The degradation 
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Total dimensions 
Pixel dimensions 

Array size 
Peak luminance 

Minimum luminance 
Color 

Emission distribution 
Noise power spectrum 

S/N for each pixel 
S/N for .5 mm region 

Intrascene dynamic range 
 Greyscale 

Refresh rate 
Large area distortion 

Color inversion 

35 cm x 43 cm 
160 fim max. / 80 urn nominal 

2000 x 2500 min. / 4000 x 5000 nominal 
2000 cd/m- 

5 cd/m2 

white 
lambertian 

white 
> 100 
>400 
400 

1024 (log or perceptually linear) 
static or 70 Hz 

1 
none 

Table 1: High fidelity display requirements 

m image quality is significantly more severe for subtle lesions in dark regions with bright surroundings. To reduce 
the contrast reduction by glare, dark tinted glass is used for the faceplate. Transmission can be as low as 13 % 
for a thickness of 1.78 cm (equivalent to an absorption coefficient of 1.15 cm-«).« On the other hand, flat panel 
field-emissior. displays*"" have the potential for a thin faceplate due to a large number of spacers between the 

tlTv\T ^g yeT uf ^ 0SP^0r- -In thiS Paper' the l0W freqUency delation of image quality by glare 
from light scattering m the faceplate of emissive display devices is addressed. The effect of glare for both CRT and 
flat panel display emissive structures is computationally modeled for test pattern images. Finally, the influence 
of glare-reducmg glass absorbers on both glare and display brightness is reported. 

2    GLARE IN EMISSIVE DISPLAYS 

Computational models have been used to simulate the effect of device characteristics on display performance 
including the frequency response of electronics, electron beam spot size, and phosphor granularity 14-15 Com- 
putational modeling can also be used to simulate glare. This requires accurate knowledge of all processes that 
propagate light from bright spots m an image to points at substantial distance, i.e. the tails of the device point 
spread function (PSF). This work has been motivated by a desire to obtain accurates PSFs to model glare While 
the tails of these PSFs can have very low values, they can contribute significant signal because of their spatial 
extent. 

Glare measurements on actual CRT emissive structures have been recently reported.16 These glare measure 
ments and glare measurement results are strongly dependent on the nature of the test image However no 
standard metric has been adopted for reporting the glare characteristics of actual display devices. In this stüdv 
a test Pattern that we previously described was used." The pattern consists of an inner dark circular spot sur- 
rounded by a bright outer circle with a ratio of radii of 10. The rest of the scene is kept at the same dark level of 
the inner spot (see Fig^ 1). The glare ratio is defined as the difference in display luminance between the central 
pixel in the pattern and the brightest pixel in the bright region. 

The impact of electron backscattering on display performance has not been considered in previous studies 

lZ?V l!Z\ %xf^T'^ {™CtTf01 an electron beam ™W of I« keV is about 12.5-15 % and 
14-15 % for 30 keV.        The backscattered electrons are subjected to the electromagnetic fields present in the 
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vacuum region. The backscattered electrons will eventually impinge on the phosphor at a distance from its initial 
interaction position which is a function of the backscattering angle and energy. The backscattering energy, which 
is a function of the backscattering angle, will eventually result in the backscattered electron impinging into the 
phosphor at a certain distance from its initial interaction position. This results in an electronic contribution to 
glare that is not considered in this work. 

Figure 1: Test pattern for glare measurements. 

3    MODELING GLARE IN DISPLAY DEVICES 

3.1    Monte Carlo calculation of the point spread function 

In a cathodoluminescent display device, the emissive structure includes all components that convert energetic 
electrons to visible light. Typical emissive structures components include: cathodoluminescent phosphors, con- 
ductive layers, reflective or absorptive films, transparent support (faceplate), and anti-reflective and anti-glare 
materials. In this work, we have modeled the glare characteristics of 2 types of emissive structures. All surfaces 
are modeled as perfectly fiat. The angular distribution emerging from the phosphor layer was assumed to be 
lambertian. 

Structures CRT-A and CRT-B are typical CRT display devices. Both have a faceplate thickness of 1.6 cm. 
CRT-A has an Al conductive and reflective layer on the back of the phosphor layer producing a reflection of 90 
%. CRT-B has a perfectly absorbing black matrix coated in between the phosphor dots, with an aperture ratio 
of 50 %. For each CRT structure, 5 levels of absorption coefficient were considered (0.0, 0.2, 0.4, 0.6, and 1.0 
cm-1). Emissive structures FPD-A and FPD-B are typical of flat-panel emissive displays. The thicknesses are 
0.3 and 0.1 cm respectively. For each FPD structure, 8 levels of absorption coefficient were considered (0.0, 0.2, 
0.4, 0.6, 1.0, 3.0, 5.0 and 9.0 cm-1). Cross-sections of the emissive structures are presented in figures 2 and 3. 

In previous work, we described Detect-II, an optical Monte Carlo code, capable of simulating the optical 
transport processes in emissive structures. Unique features of the code include special binning for simulating 
display performance characteristics, and photon polarization tracking.17 Detect-II was used to obtain the PSFs 
of different emissive structures. The results of the Monte Carlo calculation yield the number of photons, P0, that 
originate from the source point and are observed within the solid angle of the observer. Secondly, the number 
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Al backing with 90 % diffuse reflectance 
Black matrix with 30 % aperture r 

(a) 
0») 

Figure 2: Cross-sections of emissive structures (a) CRT-A, and (b) CRT- (b) CRT-B. 

50 % diffuse reflectance 

thickness = 0.1 cm 

50 % diffuse reflectance 

(a) 
(b) 

Figure 3: Cross-sections of emissive structures (a) FPD-A, and (b) FPD -B. 
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Figure 4:   Pi/P0 for CRT-A (a), and CRT-B (b) computed for different absorption coefficients in cm      with 
Ar = 0.2 cm. 
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Figure 6: Processing steps for convolution of radiographic images with glare PSF. 

Monte Carlo data was computed out to a distance of 20 cm for 100 bins with a spacing of 2 mm. A two 
dimensional point spread function (L(x,y)) was interpolated from this for a 20 x 20 cm area with 2048 x 2048 
pixels having dimensions of 0.2 x 0.2 mm. All points out to a radius of 2 mm were set equal to 1(1). The 
remaining points at larger radius were linearly interpolated from L(i'). All points other that the center point were 
then converted from cd/m2 to cd/pixel by multiplying each value by an area per pixel of 0.04 mm2 to correspond 
with digital images having a 0.2 mm pixel size. Finally, the point spread function was normalized so that the 
sum of all points in the 2-dimensional discrete array was 1.0. This insures that the convolution with the PSF 
preserves the average brightness of a displayed scene. Implicitly, the display of an image with high glare is thus 
assumed to be adjusted to preserve the same average brightness. 

Figures 4 and 5 show the P,/P0 of the 4 emissive structures computed in this work. The amplitude of the 
tails of these functions decreases with the absorption level. For CRT-A, the tail extends up to a distance of 20 
cm, with a large amplitude for low absorption levels. For CRT-B, the overall same profile is observed, although 
the tail amplitudes are lower and decrease more rapidly with distance as compared to the PSFs of CRT-A. For 
the flat-panel emissive structures, tails have a greater amplitude close to the origin and a rapid fall-off. For the 
thinner structure (FPD-B), the amplitudes of the tails are still significant close to the origin but rapidly decay 
to very low numbers with distance. 

3.2    Computational simulation of glare for displayed radiographs 

In this study, we assumed that the display of radiographs in electronic devices can be modeled by convolving 
radiographic images in luminance units with the 2-dimensional PSF, L{x, y). The convolution process is performed 
on images in luminance units, since the degrading effect of glare is linear after the visible light has been generated in 
the phosphor layer. For simulation purposes, images in film density units are first obtained by (a) computationally 
generating a test pattern image of film density, (b) digitizing available radiographic films, or (c) converting CR 
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Figure 10: Relative brightness as a function of glare ratio for emissive structures CRT-A, CRT-B, FPD-A, and 

4    DISCUSSION 

In this study we computed results for circular test patterns of 4 cm diameter and 20 cm diameter in addition 
to the reported results for 10 cm diameter. The glare ratios measured for the diiferent patterns are different 
because the component m the dark center is integrated over a larger radius. Further work should be done to 
identify which test pattern is best with respect to predicting adverse glare degradation in clinical radiographs. 

Vn T!n TdUf ld ,pr
f
el,imiry StU

l
diCS USing dinical radi°graPhs obtai^ fro™ * digital radiography system. 

For both chest and skeletal radiographs, small lesions were added to the log(signal) data in regions where glare 
degradation was anticipated. Subjective observation of this data indicates that a glare ratio of 250 measured with 
a 10 cm diameter test pattern does not create appreciable degradation in the clinical image. Further work will 
be necessary to understand how differing amounts of glare impact radiologic observation. 

From our results it is apparent that emissive structures which are designed to minimize glare will have reduced 
brightness. This is illustrated in Fig 10 where we have plotted the relative brightness, 1(0), as a function of 
the glare ratio for all cases considered. For the same glare ratio, the black matrix structure is seen to perform 
better than a conventional monochrome CRT although in this simulation we have not accounted in differences 

i,- wu u wm°US efficifcy; Notab1^ a significant improvement is seen in very thin flat panel displays for 
which the high frequency of multipath reflections allow the phosphor to damp the tail of the PSF 
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ABSTRACT 

The luminance spread functions of thin emissive displays have been computationally modeled. Thin emissive 
structures are found to have high quality due to frequent absorption in the phosphor layer. 

1    Introduction 

For demanding applications like graphic arts and medical imaging, display devices with very good image 
quality are required. High brightness, low noise, wide luminance range and low glare are specifically required for 
digital radiographic display devices.1 To depict good contrast over the wide range of signals in a digital radiograph 
requires a dynamic range of 100. To minimize the degradation of contrast in regions of minimum luminance, the 
glare from surrounding bright regions should be less than 0.25 of the minimum luminance (i.e. 1/400 of the 
maximum luminance). This work examines the design requirements for achieving this low glare in thin emissive 
display devices. 

Currently, workstations designed for displaying and interpreting digital radiographs all use cathode ray tube 
devices (CRTs). Multipath light scattering in CRT faceplates causes extended tails in the luminance spread 
function.2,3 Black matrix coatings and glass absorption are approaches that have been used to control glare from 
optical scattering at the expense of display brightness. In addition to the optical transport processes, electron 
backscattering in the vacuum tube has been reported to contribute to glare.4-5 In general, the image quality of 
CRT devices has been inadequate for displaying digital radiographs in medical diagnostic applications. 

On the other hand, flat emissive displays have the potential for better image quality than is possible with a 
CRT. For these devices a thin faceplate can be employed due to the large number of spacers between the electron 



emitting layer and the phosphor. Extended electron backscattering is not present and lateral transport of optical 
photons cart be controlled more effectively. For thin emissive structures , no results have been reported on the 
optical transfer characteristics of and its effect on glare, brightness, and resolution. In this paper, we examine the 
optical transport processes in the faceplate of thin emissive display devices and its effect on low frequency image 
signals. The effect of glare for flat panel emissive structures is computationally modeled and the characteristics of 
the luminance spread functions are reported. In addition, the influence of glass absorption on glare and display 
brightness is analyzed. 

The point spread function and modulation transfer function (MTF) are commonly used to describe the res- 
olution of imaging devices. The glare in a display device may also be described by the point spread function if 
care is taken to document the low signals in the tail of the function which can extend for considerable distances. 
These tails are associated with a low frequency drop in the MTF which can be used to describe contrast reduction 
due to glare. We have used numeric Monte Carlo methods in this work to deduce the 2-dimensional point spread 
function of specific systems over distances equal to the full display size. This is then used to evaluate measures 
of image quality. 

2    Computational methods 

The modeling of the light transport processes that occur in emissive structures can be done using either ray 
tracing or Monte Carlo methods. Ray tracing techniques rely upon a priori knowledge of the system response 
to determine the principal ray paths that will contribute to the output. On the other hand, Monte Carlo 
methods track the trajectories of a large number of optical photons to describe the statistically averaged output. 
Absorption and scattering processes can easily be modeled with the Monte Carlo method, by sampling distances 
to each collision from probability distribution functions. Absorption is then expressed as a linear coefficient 
(cm- ). Monte Carlo methods can handle a wide variety of physical cases, and are computationally practical 
when using high speed computers. 

To model the luminance spread functions in emissive displays, we have developed a Monte Carlo optical 
transport code written in fortran 90 (Detect-II). The geometry is described in 3-dimensional cartesian coordinates 
using slabs with orthogonal dicing into cells. The surface definitions include rough surfaces, mirrors, perfect 
absorbers, partial diffuse absorbers with lambertian emission and thin films. Photon histories are started in 
point or planar sources with lambertian or isotropic angular distribution. In addition, photons are allowed to 
be absorbed or scattered in the medium. A unique feature of Detect-II is the tracking of photon polarization. 
In very thin structures, multiple light reflections occur, and polarization dependencies in the Fresnel coefficients 
have to be considered. 

An important aspect of the code is the special 
binning designed for display modeling. To simu- 
late display performance, the viewer is assumed to 

  observe the image from a direction normal to the 
==i surface. Photons are tracked from the source to the 

50% diffuse reflectance fr°nt surface of the display and those within a fi- 
nite solid angle about the normal are binned into 

Figure 1: Cross-section of thin emissive structure model. discrete regions on the surface. A solid angle corre- 
sponding to a 6" cone is used rather than the typical 

solid angle of a human observer in order to make efficient use of the photon histories. The binning of the emerging 
position is done by backprojecting the light path to the emission site, to account for the difference in index of 
refractions between air and glass. In effect, this bins from a large solid angle to a common virtual focal plane 
inside the emissive structure. 
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Figure 2: Line-spread functions (a) and modulation transfer functions (b) for different faceplate thicknesses with 
no glass absorption (for a pixel size of 0.2 mm). 

In a thin cathodoluminescent display device, the emissive structure includes all components that convert en- 
ergetic electrons to visible light. Typical emissive structures components include: cathodoluminescent phosphors, 
conductive layers, reflective or absorptive films, transparent support (faceplate), and antireflective and antiglare 
coatings. In this work, we have modeled the glare characteristics of thin emissive structures with different face- 
plate thicknesses (0.5, 1.0, 2.0, and 3.0 mm) and for absorption levels of 0.0, 1.0, 3.0, 5.0, 9.0, and 12.0 cm-1. All 
surfaces are modeled as perfectly flat. Light entering the phosphor layer is assumed to return into the faceplate 
with a probability of 0.5 with a lambertian angular distribution. A cross-section of the emissive structure is 
presented in figure 1. 

In previous work, we described methods to obtain the 2-dimensional (2D) luminance spread function from the 
Monte Carlo results.3 A brief summary is given in this paragraph to facilitate the interpretation of the results 
presented in this paper. The Monte Carlo calculation yields the number of photons, Po, that originate from the 
source point and are observed within the solid angle of the observer associated with a point on the emission layer 
which is located at a radius from r to Ar from the source point. This is then converted to the discrete differential 
probability of light emission per unit area L(i), which is a discrete representation of the continuous luminance 
spread function L(r). L(f) can be interpreted as the observed luminance in cd/m2 resulting from a point source 
located at the origin of the emissive surface with a luminous intensity of 1 cd. For the central peak, 1(0), is defined 
as the fraction of unscattered light that reachs the viewer from a point source producing a luminous intensity of 
1 cd. 7(0) describes the brightness of images not degraded by glare. 

We have used the 2D luminance spread function to simulate image degradation by convolving this function 
with values for an image scene. These convolutions are done in the frequency domain using a 2D Fourier transform. 
To describe the degradation both the line-spread function (LSF) and the modulation transfer function (MTF) are 
deduced. The 1-dimensional (ID) luminance LSF is computed by projecting the 2D luminance spread function 
and normalizing the ID vector to unity. A ID Fourier transform is then performed on the LSF to obtain the 
MTF. 

Glare measurements on CRT emissive structures typically are performed with a large bright region and a 
small black spot.6,4'5 The results of these glare measurements are strongly dependent on the nature of the test 



image. However, no standard metric has been adopted for reporting the glare characteristics of actual display 
devices. In this study, we use a circular test pattern that we have previously described.7 The pattern consists of 
an'inner dark circular spot, surrounded by a bright outer circle with a ratio of radii of 10. The rest of the scene 
is kept at the same dark level of the inner spot. The glare ratio is defined as the difference in display luminance 
between the central pixel in the pattern and the brightest pixel in the bright region. 

3    Results 

Figure 2 (a) shows the LSF of emissive structures considered in this work with no glass absorption. For thin 
emissive structures with faceplate thickness less than 3 mm, the LSFs show high amplitudes close to the origin 
with tails that decay rapidly to very low numbers. Moreover, the LSF for 0.5 and 1 mm have similar features, 
differing only at large distances and very close to the origin. At 3 mm, a peak is observed that defines a halo 
around the center spot. The amplitudes at short distances are lower than for thinner faceplates by a factor of 
at least 0.25. In figure 2 (b), the MTFs of the same emissive structures are plotted. The drop in amplitude is 
approximate constant for all frequencies, up to the Nyquist limit. 

1000 

300 400 500 
glare ratio 

Figure 3: Relative brightness as a function of the glare ratio for different faceplate thicknesses. For each curve, 
glass absorption is varied to decreade 1(0) and increase the glare ratio. 

To determine if an emissive structure is capable of achieving the high glare ratio needed for radiologic interpre- 
tation (i.e., about 400), we have computed test pattern glare ratios for emissive structures of different thicknesses 
and with different absorption levels. Figure 3 illustrates the relative brightness 1(0) as a function of the glare ratio 
for the emissive structures considered. Higher glare ratios are possible to achieve by increasing the absorption 
level, although decreasing brightness. To obtain a given glare ratio, an increase in faceplate thickness results in 
a reduction of the display brightness. For a glare ratio of 400, the brightness has to be reduced by 37.5 % if the 
thickness of the emissive structure is increased from 1 to 3 mm. Again, similar characteristics are observed for 
faceplate thicknesses of 0.5 and 1 mm. As seen in figure 2 (a), the similar features in the LSFs may be responsible 
for the similarities in the achievable brightness for a given glare ratio. 



4    Summary 

The luminance spread functions of thin emissive structures typical of flat cathodoluminescent displays have 
been modeled with an optical Monte Carlo code. The tails of the spread functions show that even for thin 
structures, the light scattering within these structures has to be controlled in order to achieve glare ratios suitable 
for high-performance applications. The use of absorption in the faceplate has been shown to be a possible 
solution, although afFecting the display brightness. Other solutions may include the use of a black matrix coating 
in between the phosphor dots. 
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ABSTRACT 

To date, the lack of adequate electronic display devices has been the primary factor limiting the use of 
digital radiograpbic images. Flat panel display technology using field emissive cathodes in microvacuum cells has 
emerged as a potential solution. However, the performance characteristics of low-voltage cathodoluminescence 
in the range below 1 kV is not well understood. In this paper, we discuss issues concerning the prediction of 
phosphor efficiency, and describe the processes of light generation and transport which influence the performance 
of phosphor screens. 

Keyword List: flat panel display, emissive display, digital radiography, field emission, low-voltage phosphor. 

1    INTRODUCTION 
7^: 

I 

The low noise, wide dynamic range information recorded in a radiograph is normally displayed on transillumi- 
nated film with image detail and contrast at the limits of detection for the human visual system.1 The electronic 
display of medical radiographs requires devices with similar image quality. Pixel sizes of 80 fan are ideally needed, 
although visible individually only with high contrast. Maximum luminance of more than 2000 cd/m2 assures that 
the human visual system is able to achieve good contrast sensitivity over the range from 5 to 2000 cd/m2. 

Additionally, high fidelity systems must limit lateral light transport from the intended position of light emis- : J 
sion which might otherwise reduce contrast. Image degradation from lateral light transport is often referred '" 
to as glare and is associated with extended, low amplitude tails on the display systems point spread function. 
Transilluminated film has minimal lateral light transport since the display brightness is modulated by the thin 
film of dark grains near the surface. An added benefit of the superficial emission of light is the ability to use 
rough coatings which limit the specular reflection of environmental light. The problem of lateral light diffusion 
occurring in electronic display systems is considered in this paper. - 

Most medical electronic display systems in use today use cathode ray tubes (CRT) as the light producing 
component. The numerous problems in the performance of these devices are now well recognized. In particular, 
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layers with thicknesses between 100 and 350 nm have been used in demonstrated devices,16 but novel solutions as 
mixing conductive metallic particles with the phosphor grains, or altering the conductivity of the phosphor layer 

have also been reported.17 

For both CRT and FED devices, a glass faceplate is needed to provide support and vacuum integrity. The 
thickness required is defined by the required support ability given the mechanical strength and critical cracking 
threshold of the glass. Large vacuum tubes (CRTs) have thick glass faceplates, while FEDs have the potential 
for use of a thinner glass given the distribution of the vacuum pressure over a large number of spacers. Internal 
reflections in this glass layer axe a major problem which leads to poor image quality associated with glare. The 
viewing side of the glass may have antireflection coatings or antiglare structures that minimize ambient light 

reflection. 

3    EMISSIVE PERFORMANCE 

For lambertian angular emission, the display brightness can be computed as L = etpe/7>a, where pe and a are 
the power and area of the element considered and L is the luminance in cd/m2. The luminous efficiency e, needs 
to be about 6.2 lm/W to achieve a luminance of 2,000 cd/m2 with a power density of 0.1 W/cm . At this power 
density, a 35 cm by 43 cm display device will dissipate 150 W on the display surface if the total field of the display 
is at full luminance. To regulate this luminance with static current regulation, the peak current per pixel needs 
to be 10 nA for a device with 100 /im pixels and an accelerating voltage of 1000 V. Flat panel display devices 
commonly scan a full row of the display with time modulation in the column direction. For a system with 3o00 
rows the peak current would thus increase to 35 pA per pixel. In contrast, a full raster scan of SoOO by 4300 
pixel's would require a peak current of 150 mA in addition to the very high frequency needed to drive the rows 

and columns. 

To predict the effect on t\ of the system param- 
eters, we model the process in three independent 
stages. First, the incident electron beam will de- 
posit energy into the phosphor with an efficiency 
e«, which relates the energy of the incoming elec- 
trons to the deposited energy in the phosphor. Elec- 
trons also deposit energy in other materials such as 
the binder, and in other layers, which will not con- 
tribute to the luminescent process. For electron ac- 
celerating voltages in the range from 20 to 30 kV, 
electrons will penetrate from 1 to 2 yxa. into the 
phosphor.18 For voltages of 1 kV, the penetration of 
electrons is only to a maximum depth of 20 run.19 

This very small electron penetration can reduce ce 

in FED emissive structures where low-voltage op- 
eration is desired for other reasons. 

Li$ff pfaOUQS 

Figure 2: The emissive structure. 'wSMBir 

H Secondly/the'Wergy'^eposited by the electrons" intcTthe phosphor is converted to light photons in the lumi- 
nescence sites with a quantum efficiency (v. This intrinsic efficiency is a property of the phosphor, although it has 
been reported that it may differ up to a factor of 2 for phosphors deposited on different substrates. In general, 
«"is well known for solid crystal scintillators, and it is recognized that CsI:Tl has one of the highest values (11.9% 
energy' conversion; and 52 light photons/keV).20 However, e„ is not well documented for powdered phosphors. 

-Önce"the"Hght-irgeneräted, it diffuses and eventually reaches the viewer by escaping the structure with an- ^ 
efficiency' e3','which is dependent on light emission characteristics, spatial;distribution of emitted photons/and- .-a 
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relative dimensions of the emissive structure components. The complex light transport that takes place may 
consist in several possible processes which include reflection and refraction at the surfaces, and scattering and 
absorption in the medium (see Fig. 2). The relative importance of these processes depends strongly on the 
physical form of the phosphor. Granular phosphors will force light photons to have many internal reflections at 
the grain boundaries before escaping. Then a multitude of interaction boundaries are presented to photons that 
escape from a granule into the binder. On the other hand, thin film phosphors provide an homogeneous medium 
for the photons to reach the film surface. Due to multiple scattering, powdered phosphors have a lambertian 
emission, while thin film phosphors emit with a more forward peaked angular distribution. The glass and other 
films (ITO conductive layer) will provide further opportunities for deflection until the photon successfully exits 
the emissive structure. 

The total luminous efficiency is computed as the linear combination of efficiencies, £/ = K\€ecPe3, where A'A is 
the luminosity in lm/W, accounting for the photopic eye's response. Experimental values of about 13 lumens/Watt 
for 1 kV voltages have been recently reported for both ZnO:Zn and Gd202S:Tb granular phosphors.9 This model 
for computing total luminous efficiency is useful for the study of the performance and design of emissive structures, 
as it allows the prediction of the glare and resolution characteristics of an emissive system. However, other 
considerations are relevant for emissive structures in radiologic applications including the angular dependence of 
emissions and the spatial response. 
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To model the performance of the emis- 
sive structure, we used a Monte Carlo code 
written in fortran90 and run using a DEC 
AlphaServer 2000 (see Fig. 3).* The geom- 
etry is described in 3 dimensional cartesian 
coordinates using slabs with orthogonal dic- 
ing into cells as shown in Fig. 4a. Each 
cell is initially assigned a default surface type 
(smooth) for each of its facets. The user then 
changes the definition of any surface to any 
other types including rough surfaces, perfect 
mirrors, perfect absorbers, partial absorbers 
with lambertian distribution in the reflected 
emission and thin films. Photons are created 
in point or planar sources with lambertian 

■■'•'■•■• ■• or isotropic angular.distribution.. In. addi--l 
. tion, photons are allowed to be absorbed or '_ 

scattered in the medium. Photon characteris- 
. ; r^iv;;.^_tics_,as.direction, energy and polarization are 
i'rtbh'zi rü tracked in,theanalysis.2|To simulate display,^ 

performance,:the viewer is assumed to-'ob-:^ 

Figure 3: Monte Carlo code simplified flow chart: —..... serve, the.image fronf a direction normal toy 
.    ,„.    . :i;; the surface. •';Photons are trackedfrom the., 

the source to the front surface of the display and those within a finite solid angle about the normal are binned 
^_ discrete regions on *h* surface (Fig. 4b). A solid angle corresponding to a 6 degree cone is used rather that 

-'..tXhe Monte Carlo code.used; DETECT H, is based on an earlier optic Monte' Cario^codejDETEC^^ * 
model opücal transport in radiation detectors.31   ■ •*  •■■•-•*'.■•-•'  • ■>; -- .- -: *^.~ <■;».--;. :•::•" ■■-r,i.z ;;.: v?.: .vr.?'•* Z3>-~-l'.^.-'-7 
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Figure 4: (a) Binning for the Monte Carlo code, (b) Monte Carlo code geometry. 
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Figure 5: p(r)drdQ. 

the typical solid angle of a human observer in order to make efficient use of the photon histories. .The results 
are then expressed in terms of the number of photons that exit the front surface within the defined solid angle 
per unit radius, p(r)drdQ, or per unit area, p(r)dAdQ. Typically the emission probability is computed as a one 
dimensional function of radius from the center of the display surface. p(r)drdQ is computed when determining 
the point spread function (PSF) from a point source in the center of the field. p(r)dAdQ is computed when 
evaluating the emission pattern from distributed sources with radial symmetry. . ."'■-. 

: In order to benchmark our calculations, we have modeled a simple emissive structure consisting of flat glass 
having a back surface which absorbs 40% of the incident light and reflects the remainder with a lambertian   ) 
distribution/1 The absorption was "estimated by'transmission measurements made with :adiffuse dens itometer^ 
Glass absorption of 0.3 cm--1- was used.?Results were computed for both a point source'and a distributed source ^ 
emitting light in a lambertian distribution into the glass from the diffusive back layer.*""'"   """"'"''""" "'" ^-^{--^ 

--■-"■-The distributed source was assumed to emit light uniformly over the'back"sürface except for a 4 mm diameter^ä 
dark region in the center. No light photons were generated in the dark spot, however incident photons from the-S? 
glass region were treated the same as for the rest of the back surface. Only front surfaces were considered smooth:S| 
Fig.: 5 shows the corresponding PSF, p(r)drdQ in the case "of the distributed source" "where the glass thicknesfS^ 
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Figure 6: p(r)dAdQ for the test pattern for 0.1 and 3 mm glass thickness. 

either 3 mm or 0.1 mm. Fig. 6 shows the results for p(r)dAdQ, for these two situations. For the purpose of this 

?U I' ?? CaD define a glare rati°' given " the ratio of the luminance outside the dark spot of the test pattern 
divided by the luminance in the center of the dark spot. 

5    MEASUREMENTS OF GLARE 

The emissive structure used for benchmark computations was selected because of our ability to experimentally 
simulate this structure. The diffusive surface was simulated by using 3 mm flat optical glass with a 0.3 mm diffusing 
layer of uniform thickness. The flashed opal glass used (Rolyn Optics, see Fig. 8b) is tvpicaUy made by fusing 
participate material into the glass. The particular piece used absorbs very little light, transmits 40% in a diffuse 
distribution, and reflects an estimate 58% in a diffuse distribution. The diffuse transmission was measured with 
an optical densitometer. The glass is otherwise opaque allowing no direct pattern to be viewed in transmission 
To simulate the light source, the back side of the opal surface was illuminated with a patterned light source. 

The experiment was conducted with a uniform light source generated by a 50 mm exit port of an integrating 
sphere and a scientific cooled CCD camera (Princeton Instruments) with a 105 mm micro Nikkor lens and a 
macro adapter (see Fig. 7). A 40 mm circular bright field with a 4 mm diameter dark spot located at the center 
was created by placing a film over the exit port of the integrating sphere. The pattern (see Fig. 8a) was printed 
on single emulsion film with a film with a laser film printer. The film density in the bright region was 0.14 and 
in the dark region 3.2. We then placed a flashed opal glass (Rolyn Optics) over the patterned film and recorded 
the image with the camera/ The test pattern was recorded with 1:1 magnification onto the sensor such that the 
sensor field was inscribed in the circular bright field of the pattern. The diffuse surface of the opal glass provides 
a useful model for the multiple processes that occur in a powdered phosphor layer which produces diffuse internal 
scattering. 

The results of our experimental measurements of the emission distribution from the film pattern alone and 
from the flashed opal glass illuminated by the film pattern are shown in Fig/9. To obtain these results, the 
center of the dark region was first identified and then sensor values extracted along multiple lines through the 
center. The data from several segments beginning at the center of the pattern was then averaged. The results 
for the film show clearly demarked edges, for the dark spot with a glare ratio of 25. The result with the flashed 
opal glass show a blur at the edge of the dark spot, a gradual reduction in luminance at large radius, and a glare 
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Figure 7: Experimental set up. 

50 mm 

. ,i •>—.-» ■ ^nir: 

W 
Figure 8: (a) Test pattern for glare measurements, (b) Flashed opal glass.5 
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Figure 9: Measured point response function with and without a 3 mm glass. 

ratio of 3.3. The results are in very good agreement with the Monte Carlo calculations. 

6    Discussion 

Our preliminary results demonstrate that optical Monte Carlo calculations can be used to model the multiple 
internal reflections occurring in an emissive structure and accurately predict the emissive performance seen by an 
observer. While the geometry used for the results presented in this paper is relatively simple, it is quite similar 
to the geometry of CRT systems. Moreover, the determination of glare for the type of light source studied is a 
demanding problem to model since it is dependent on the many multiple reflections occurring inside the glass 
layer as the optical photon migrates laterally. 

It is notable that the glare ratio predicted by our computational model is very close to the experimental result, 
2.3 versus 3.3. Additionally, the model predicts the blur at the boundary of the black spot as well as the gradual 
falloff in luminance as the outside border of the test pattern is approached. The difference observed may be due 
to the approximate handling of polarization and treatment of the side boundaries in the calculations. Secondly, 
the size of the source for the computed results was not exactly the same as for the experimental results. 

We have used this model to demonstrate how reduction in the thickness of the glass layer to a distance 
similar to the pixel size can significantly improve the glare performance. This result is obtained because of the 
absorption that occurs in the diffusive back layer. As the glass layer is reduced in thickness, the lateral distance 
that a photon travels before striking the back layer is reduced. Thus the photon will strike the back layer much 
more frequently for a given lateral distance with significantly increased probability of absorption. The. increase 
in overall brightness predicted by the model is associated with increased light loss from the edge of the pattern 
for the 3 mm glass layer compared with the 0.1 mm glass layer..-:   _ . ;_; . •;;.:.   „.D    .--V   .. :■.:..:■'   ".'.''•: 

The optical Monte Carlo code we have developed has the capability to model very complex geometries. We 
intend to explore methods for designing FED emissive structures which have good luminous efficiency while 
controlling glare. The use of very thin emissive structures has the additional benefit that the outer surface can be 
made very rough. All modern radiologic films use a rough overcoat layer to control the surface reflections from 
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ambient light and we believe that electronic devices can be built with similar characteristics. A significant design 
issue that must be addressed is the mechanical support and durability of emissive structures with such thin outer 
layers. 

The test pattern we have used to study the glare performance of the simple model for an emissive structure 
should have general use for evaluating radiologic display devices. We have selected a black spot which is 4 mm 
in diameter since that is signficantly larger than the resolution response of most systems intended for displaying 
digital radiographs but still small enough to capture the full impact of the broad portion of the point response 
function. We have otherwise chosen to limit the area of the pattern to 40 mm. The dark spot thus represents 10% 
of the diameter of the bright circular field. The glare value at the center of the dark spot is thus the integration 
of the broad tail of the PSF from a radius of 2 mm to 20 mm. However, we do not have any understanding as to 
what value of glare ratio is required to achieve high fidelity in the display of digital radiographs. 

7    SUMMARY 

We have modeled the optical transport processes that take place in an emissive structure using Monte Carlo 
techniques. We have observed good agreement between experimental measurements and the predictions of the 
model for a simple benchmark problem. It is shown how thin emissive structures improve image glare in the 
presence of absorption in the back layer. Computer modeling will be used to evaluate more complex emissive 
structures and their optical performance. 
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ABSTRACT 

IMAGE QUALITY DEGRADATION BY LIGHT SCATTERING PROCESSES IN 

HIGH PERFORMANCE DISPLAY DEVICES FOR MEDICAL IMAGING 

by 

Aldo Badano 

Co-Chairperson: Michael J. Flynn 

Co-Chairperson: Kimberlee J. Kearfott 

This thesis addresses the characterization of light scattering processes that degrade 

image quality in high performance electronic display devices for digital radiography. 

Using novel experimental and computational tools, we study the lateral diffusion of 

light in emissive display devices that causes extensive veiling glare and significant 

reduction of the physical contrast. In addition, we examine the deleterious effects 

of ambient light reflections that affect the contrast of low luminance regions, and 

superimpose unwanted structured signal. 

The analysis begins by introducing the performance limitations of the human 

visual system to define high fidelity requirements. It is noted that current devices 

severely suffer from image quality degradation due to optical transport processes. To 

model the veiling glare and reflectance characteristics of display devices, we introduce 

a Monte Carlo light transport simulation code, DETECT-II, that tracks individual 



photons through multiple scattering events. The simulation accounts for the photon 

polarization state at each scattering event, and provides descriptions for rough sur- 

faces and thin film coatings. A new experimental method to measure veiling glare 

is described next, based on a conic collimated probe that minimizes contamination 

from bright areas. The measured veiling glare ratio is taken to be the luminance in 

the surrounding bright field divided by the luminance in the dark circle. We show 

that veiling glare ratios in the order of a few hundreds can be measured with an 

uncertainty of a few percent. The veiling glare response function is obtained by 

measuring the small spot contrast ratio of test patterns having varying dark spot 

radius. Using DETECT-II, we then estimate the ring response functions for a high 

performance medical imaging monitor of current design, and compare the predictions 

of the model with the experimentally measured response function. 

The data presented in this thesis demonstrate that although absorption in the 

faceplate of high performance monochrome cathode-ray tube monitors have reduced 

glare, a black matrix design is needed for high fidelity applications. For a high 

performance medical imaging monitor with anti-reflective coating, the glare ratio for 

a 1 cm diameter dark spot was measured to be 240. 

Finally, we introduce experimental techniques for measurements of specular and 

diffuse display reflectance, and we compare measured reflection coefficients with 

Monte Carlo estimates. A specular reflection coefficient of 0.0012, and a diffuse 

coefficient of 0.005 nits/lux are required to minimize degradation from ambient light 

in rooms with 100 lux illumination. In spite of having comparable reflection coeffi- 

cients, the low maximum luminance of current devices worsens the effect of ambient 

light reflections when compared to radiographic film. Flat panel technologies with 

optimized designs can perform even better than film due to a thin faceplate, increased 



light absorption, and high brightness. 
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PREFACE 

This thesis deals with the loss of image quality associated with light scattering 

in electronic displays for medical imaging applications. The degradation is most 

important in radiologic images with wide signal range and low noise. However, up 

to the present time, the deleterious effects of optical transport processes have been 

poorly described and often disregarded. This work demonstrates that high fidelity 

can be achieved only in designs that limit the numerous opportunities for multiple 

scattering of light photons traveling through the layers of emissive structures. 

Each Chapter of this thesis is organized in a format consistent with manuscript 

submission to peer-reviewed journals, and therefore can be read more or less inde- 

pendently. Useful pointers to where related information can be found in other parts 

of the thesis have been added. 

Chapter I gives an introduction to those aspects of human visual system perfor- 

mance that affect display requirements for high fidelity, and establishes the aim of 

the research. A broad review of current display technology is provided. Chapter II 

describes in detail a Monte Carlo code for light transport simulation (DETECT-II) 

that can be used to predict the optical performance of display devices. In Chap- 

ter III, a novel experimental method for measuring veiling glare characteristics of 

display devices using a collimated detector is described. 

Monte Carlo predictions and experimental results for veiling glare in a high per- 

formance medical imaging CRT are compared in Chapter IV.   The experimental 

IV 



methods developed for display reflectance evaluation are then presented in Chap- 

ter V. Monte Carlo estimates of diffuse reflectance are reported for various emissive 

structure designs. Finally, Chapter VI provides an analysis of the significance as- 

sociated with each Chapter, and looks at areas where unanswered questions still 

remain. 
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CHAPTER I 

HIGH FIDELITY DISPLAY OF 
RADIOGRAPHS 

1.1    Introduction 

The display of radiographic images using electronic devices is now common within 

diagnostic radiology and within referring medical services. However, the quality of 

digital images displayed on electronic devices is typically less than the quality ob- 

served with printed films. For electronic displays to fully replace radiographic film, 

their diagnostic performance needs to be similar or superior to film. In this Chapter, 

an overview of the current state of display technology is presented to declare the 

motivation for this research study. The analysis begins in Section 1.2, where the lim- 

itations of the observer (the human visual system) are considered in order to define 

those aspects of display quality that are important for interpreting diagnostic radio- 

graphs. Display device performance requirements for parameters such as luminance 

range, contrast, resolution and surface reflections are defined and minimum device 

requirements for radiologic applications are suggested. Display devices including 

cathode-ray tubes (CRTs) and flat panel technologies (Sections 1.3 to 1.5) are then 

considered with respect to their potential for meeting these requirements. Finally, 

Section 1.7 establishes the goal and specific aims of the research, and introduces the 



structure of this document. 

1.2    Display performance 

For a display device with ideal performance, both image quality and observer 

performance are constrained by human visual system limitations. Data from psycho- 

visual experiments can be used to establish the performance of a high fidelity device 

which can stimulate the human visual system over its full range of response. These 

visual performance requirements are then used along with radiologic application re- 

quirements to specify device parameters such as luminance range, gray-scale mapping 

functions, contrast, resolution and display size. In this Section, well-known charac- 

teristics of the human visual system are reviewed and used to define high fidelity 

display device performance. 

1.2.1    Luminance range 

The neural response of photo-receptors in the eye is known to be linear at low light 

levels and to saturate at higher levels [3,24]. In addition, psycho-visual experiments 

have been used to describe the adaptation of the human visual system to the average 

luminance of the scene observed [18,23]*. Using electro-physiological observations 

and computer simulations, Normann [25] and Baxter [2] have reported on the rela- 

tionship between photo-receptor sensitivity and image processing at neural centers 

for visual tools involving the detection of low-contrast radiological features in non- 

uniform backgrounds. The sensitivity response function for the complete visual sys- 

tem can be approximately described by an expression of the form R — I/(I+S) [16], 

where R is the photo-receptor response, / is the retinal intensity, and S represents 

* Luminance is a photometric measurement unit reflecting the brightness of a small region on a 
display surface. The SI unit of brightness is the nit, which is a candela per square meter (cd/m2). 
1 cd/m2 is equal to 0.2919 foot-lambert (fL). 



a constant that conforms with the state of adaptation. This relationship was first 

introduced as part of Hecht's photochemical theory of photo-receptor response [17], 

and confirmed experimentally by several authors (e.g., [3]). Figure 1.1 depicts the 

measured rate of neuronal signals for different adaptation states using the above 

general expression with illustrative numerical values. 

When the observer is adapted to a particular average luminance, the change in 

neuronal response associated with a small change in luminance is a biologic indication 

of contrast. This perceived contrast is maximal near the average luminance and 

is markedly reduced for regions in the scene with higher or lower luminance, as 

shown in Figure 1.2. The display of intensity information over a wide luminance 

range produces images with high physical contrast (large AL/L for a specific image 

intensity change)*. However, the perceived contrast is modified by the observer's 

biological contrast response. To maintain satisfactory biologic contrast response 

over the full luminance range, the ratio of the maximum luminance to the minimum 

luminance in a radiologic display, Lmax/Lmin, should be limited to about 100. This 

corresponds to the luminance range produced by two regions of film with a film 

density change of 2.0. For general radiography, film densities are commonly in the 

range from 0.2 to 2.2. At higher density, a "bright light" is needed for viewing. 

1.2.2    Gray-scale and contrast 

The physical contrast required to detect a test pattern having a sinusoidal varia- 

tion in luminance over a uniform background can be described by a visual contrast 

sensitivity function that depends on luminance and spatial frequency as well as other 

parameters of secondary influence [19]. In psychophysics, sensitivity is related to de- 

tln    this    work,     contrast    is    denned    using    the    Michelson    definition:        C       = 
(Lmax ~ '-'mean! I '-'mean \**-\. 



tection and usually defined as the reciprocal of the contrast threshold. At a spatial 

frequency of 1 cycle per mm where the observer has good response, the contrast 

threshold is nearly constant at high luminance and is higher below 10 cd/m2 (see 

Figure 1.3 on page 20) [1]. 

When digital images are displayed in electronic devices, the image display value 

(DV) is mapped into display luminance using a gray-scale function. At high lu- 

minance where the threshold contrast (AL/L) is constant, a gray-scale mapping for 

which log(luminance) is proportional to DV will produce uniform contrast. However, 

for many display systems, the dim regions occur at a luminance where the contrast 

threshold is poor [28]. A gray-scale map can be defined such that each increment in 

DV causes a just noticeable difference increment (JND) in luminance [5,45]. This re- 

lationship is shown in Figure 1.4. Devices with a maximum luminance of 1000 cd/m2 

and a minimum luminance of 5 cd/m2 have about 600 JNDs, as seen in Table 1.1 on 

page 31. Such a display system provides good contrast performance. 

Quantum noise in digital radiographs can often exceed the contrast threshold 

and be visually apparent. For typical noise power spectra associated with computed 

radiography systems, the standard error of the quantum noise exceeds the visual 

threshold (0.007 at 100 cd/m2) for a noise equivalent quanta equal to about 75,000 

using a transformation curve with a gamma of 2.0. This occurs for an exposure of 

about 1.5 mR to a computed radiography plate (115 kVp filtered beam). 

1.2.3    Resolution 

The visual contrast sensitivity is a strong function of spatial frequency. For typical 

viewing distances, the response is best at a frequency of about 0.5 to 1.0 cycles 



per mm [26]. A display with a maximum spatial frequency of 3 cycles per mm* 

will present all the information that a human observer can perceive. This can be 

provided, even in a diagonal direction, with a pixel size of 120 /im. Interestingly, 

sensitivity is reduced at low frequency causing radiologists to back away from an 

image to observe large features. 

Increasingly, digital radiographs are being recorded successfully on regions smaller 

than the conventional 35x43 cm size. A display size of 30x36 cm corresponds to 

a 2500x3000 array of 0.120 /im pixels. This display size, combined with a regional 

image zoom function will provide a high fidelity workstation. 

1.2.4    Ambient light reflections 

The luminous intensity and the spatial distribution of light sources in rooms where 

electronic devices are utilized to display radiographic images can vary significantly. 

The observed image quality is always affected by the scattering of ambient light 

in the direction of the viewer. With radiographic film, these reflections are highly 

dampened and diffused due to a thin emulsive layer with absorbent dark grains 

coated on the front surface. 

When using electronic display devices, the display reflectance can be generally 

described as a superposition of specular and diffuse components. The diffuse compo- 

nent adds a uniform background luminance that reduces substantially the observed 

contrast in dim regions. Diffuse reflectance can be dampened with absorptive face- 

plate and black matrix designs. The image quality degradation introduced by the 

specular component is associated with the overlay of structured luminous patterns 

onto the radiologic image that affects the detection of diagnostic features. Moreover, 

^Display resolution is defined as the maximum spatial frequency of the device. This is equal to 
0.5/P where P is the pixel size. 



the addition of reflected patterns can cause visual fatigue. To reduce specular \e- 

flections, anti-reflective coatings can be used. Approaches to reduce these reflections 

include absorbent faceplate, black matrix absorber, rough surfaces, and anti-reflective 

coatings. In a room producing an illuminance of 100 lux, a display device having 

0.01 1/sr diffuse reflection coefficient will noticeably decrease the contrast for regions 

with a luminance less than 5 cd/m2. High fidelity electronic displays should have 

Lambertian angular emission while minimizing ambient light reflections. 

1.2.5    Display specifications 

The foundations of the above discussion rely on simple models of perception of 

detail by the human visual system. When considering the complex nature of the vi- 

sual system and the perception processes, limitations of the presented approach arise. 

For instance, when subtle details are displayed in radiographic images, structured lu- 

minance levels outside the foveal field are likely to impact the observer performance. 

Recent research efforts utilizing complex backgrounds suggest that human perfor- 

mance is markedly degraded by the presence of surrounding patterns [10,15, 34]. 

In spite of this, the above discussion results in a useful guide for defining device 

requirements for radiologic displays. 

In Table 1.2, the image quality specifications for three radiographic display qual- 

ities are summarized. Film quality display is defined as one having all the attributes 

of transilluminated medical radiography film. A high fidelity display is one that has 

all of the image quality that can be perceived by the human visual system. It is ex- 

pected that magnification, and contrast and brightness adjustments are done using 

computer software. We have additionally defined a good quality device suitable for 

certain clinical functions. This quality is typical of the specialized CRTs now used 



in medicine. 

1.3    Cathode-ray tubes 

To date, CRTs are the only choice for an electronic display device in the radiology 

practice. Improved designs have only recently allowed higher brightness, increased 

resolution and better contrast. In this Section, a review of CRT technology is pre- 

sented, focusing on design aspects that affect display quality. 

1.3.1    Design characteristics 

In a CRT, electrons are accelerated within the large vacuum bulb with a high 

voltage of up to 30 kV. The beam scans the plate in a raster fashion, exciting the 

cathodoluminescent phosphor with a small beam spot (see Figure 1.5 on page 22). 

To reduce mechanical stress, thick glass is used for the funnel and plate. For 74 cm 

diagonal bulbs with relatively flat faceplate, 13.7 mm thick glass is normally used. 

Typical CRT emissive structures consist of a cathodoluminescent material (phos- 

phor) deposited onto a glass faceplate panel as a powder layer. In color tubes, a 

light absorbent, carbon based black matrix separates the RBG phosphor dots for 

color purity. A sub-micron reflective layer of Al is overlaid on top of the phosphor 

to conduct the incoming electron current and maximize light output towards the 

viewer. For that purpose, a filming material is used to assure a smooth, continuous 

and highly reflective film. 

Figure 1.6 shows a scanning electron microscope image of the emissive structure 

of a monochrome CRT, where multiple layers of phosphor grains can be observed 

under the thin Al coating. The glass faceplate can absorb up to 70% of the direct 

light, thus improving contrast, and may have a rough surface on the vacuum side to 

reduce specular reflections. A photograph of the interior surface of a CRT faceplate 
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sample after the Al and phosphor layers were removed is shown in Figure 1.7. 

To obtain adequate brightness, a high-current beam is deflected, while maintain- 

ing a small focal spot that is related to the display resolution. The thick faceplate 

causes image quality degradation by glare, and contributes to the weight of the de- 

vice. 

1.3.2    Veiling glare 

Glare is the diffuse spreading of light caused by multiple scattering processes 

in emissive display devices resulting in low frequency degradation of image quality 

(perceived as contrast reduction). This phenomenon is present in all imaging systems 

and has been studied for detectors [7,12,29,38,48], and for the human eye [4,27,35,36]. 

Light rays generated in the phosphor grains must undergo multiple scattering 

events before escaping the emissive structure and eventually being detected by the 

observer. Light diffusion in the emissive structure multiple layers causes luminance 

spread functions with tails that extend up to a distance of 20 cm. When displaying 

images with wide luminance range, this diffuse component over large areas degrades 

the maximum contrast capabilities of the device. 

In Figure 1.8, the effect of glare degradation has been simulated. The circular test 

pattern used to measure veiling glare characteristics in electronic devices has been 

convolved with a point-spread function typical of conventional CRTs. The pattern 

on the right depicts the expected reduction in contrast. The diffuse component is 

clearly observed in the image data piofiles shown below. 

Another source of image quality degradation in CRTs comes from light leakage 

through Al layer non-uniformities (cracks, holes). Particularly for color tubes, elec- 

tron backscattering in the emissive structure and in components such as aperture 



grille and shadow masks has been identified as additional source of veiling glare, 

responsible for reduction in contrast and poor color saturation [14,42,43]. 

It is useful to define the veiling glare ratio as the luminance in a full bright field to 

the luminance in a central dark spot of a given diameter. Although the quantitative 

relationship between this ratio and image quality degradation has not been fully 

described, good performance display devices require ratios greater than 150 for a 

black spot diameter of 1 cm. For high fidelity display, the veiling glare ratio should 

approach 400. 

1.3.3    Phosphors 

Cathodoluminescent phosphors convert energy deposited by energetic electrons to 

light (see Figure 1.10). Electrons penetrate a cover layer and travel into individual 

phosphor grains. Light then scatters within the emissive structure until escaping 

from the display surface. The total luminous efficiency is computed as a linear 

combination of efficiencies and a photopic correction K\. e = Kx€e€peg, where ee 

is the energy deposition efficiency, ep is the energy quantum efficiency, and eg is 

the escape efficiency. For typical devices, e is 20.8 lm/W for P104 phosphors and 

13.5 lm/W for P45. 

Total display brightness is a function of the electron beam power (p;, W), the 

display area (a/, m2), and the luminous efficiency (e, lm/W), 

L=^. (1.1) 
7TO; 

For example, a CRT with a display area of 0.3x0.4 m, a 1 mA electron beam ac- 

celerated to 20,000 V (20 W), and a phosphor emissive layer with an efficiency of 

10 lm/W will have a display brightness of 530 cd/m2. 

Current models of eye-brain function indicate that humans depend on display 
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brightness for interpreting contrast and detail in a scene. Color is evaluated from 

separate eye receptors and interpreted as a low resolution difference signal (R-G and 

Y-B). It is commonly believed that inspection of detailed scene as found in medical 

radiography is best done with a display having a broad light spectrum perceived as 

white and various shades of gray. Figure 1.9 shows highly magnified recordings of a 

uniform gray region (5 mm in diameter) from three CRT devices depicting differences 

in color formation and noise characteristics. 

1.4    Active matrix liquid crystal displays 

Recent improvements in size, contrast ratio, and viewing angle have established 

active matrix liquid crystal displays (AMLCD§) as candidates for radiologic applica- 

tions. In this Section, the fundamentals of such devices are presented, and current 

engineering challenges are outlined. 

1.4.1    Liquid crystal displays 

When the molecule orientation within a liquid crystal (LC) is altered by the 

application of an electric field, the optical characteristics of the LC cell change. 

This electro-optical effect is used in liquid crystal displays (LCD) to modulate light 

transmission. Light is emitted from the back-light and directed to the front through 

the LC cell. The transmission is associated with the state of polarization of the light 

as it passes through the polarizer films and LC layer. In an AMLCD, the switch 

between ON and OFF states is controlled by a thin-film transistor (TFT) deposited 

onto the glass substrate (see Figure 1.11 on page 26). 

As shown in Figure 1.12, multiple layers are needed to effectively modulate dis- 

play luminance. Overall transmission is poor (3-5%) for full color TFT-LCDs, and 

§ AMLCD is an industry term for active-matrix liquid crystal display. 
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up to 15% for monochrome designs, thus requiring high efficiency back-lights. Full 

ON and OFF states ("black" and "white") have typically good angle of view. Yet, for 

intermediate gray levels the emission distribution is severely affected due to the opti- 

cal anisotropy of the LC cell. Other problems include gate signal distortion for large 

area displays, lifetime, and temperature sensitivity. Amorphous Si:H TFT-LCDs 

are now larger with higher resolution and improved gray-scale. Different companies 

have produced full color AMLCDs up to 1 m in diagonal having SXGA resolution 

(1280x1024), and brightness up to 250 cd/m2. 

1.4.2    AMLCD technological trend 

To use AMLCD in medical applications, the viewing angle, brightness, contrast 

ratio, and number of gray levels must be improved. Since light transmitted through 

the LC cell can follow paths with different lengths and directions, the overall trans- 

mission depends on its emission angle. Solutions that provide a more uniform 

response include: in-plane switching, optically negative birefringent compensation 

plates, and multi-domain designs. Figure 1.13 illustrates typical improvements in 

viewing angle characteristics for a multi-domain design. 

Transmitted light intensity is limited by polarizers, color filters, and other layers, 

as well as by the geometric aperture ratio of the pixel cell (see Figure 1.14 on page 28). 

One method to improve aperture ratio is to reduce the indium tin oxide (ITO) pixel 

electrode to bus line separation. Figure 1.15 shows a TFT design with overlap 

between ITO and bus lines. As the gate signal reaches the other end of the gate line 

conducting path, it suffers a time constant of about r=RC. This delay limits display 

size and resolution. For large area high resolution displays, Cu or Al metalization 

must be used. Monochrome displays 33 cm in diagonal, with 3072x2048 array having 
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pixel pitch of 90 /xm have been developed. 

By improving the polarizers, reducing the dispersion of pigments in color filters, 

and by adding a black matrix layer, current twisted-nematic mode LCDs have real- 

ized high pixel contrast ratio of 100, viewed from normal incidence. For low power 

consumption, improvements in transmission, efficiency of the back-light, and driv- 

ing circuit power requirements must be demonstrated. These devices can effectively 

absorb ambient light and reduce reflections, as has been demonstrated for military 

applications [6]. 

1.5    Thin emissive technologies 

Among the developing fiat panel technologies, field emission displays (FEDs) and 

organic light-emitting devices (OLEDs) have confirmed auspicious attributes. In this 

Section, a discussion of the current state-of-the-art is given, and notable aspects of 

these technologies are summarized. 

1.5.1    Field emission display 

In an FED device, each pixel has its electron source that typically consists of a 

large array of low work function emitter micro-tips [13]. Electrons are accelerated 

through a vacuum cell to impinge on a cathodoluminescent phosphor1. A schematic 

cross-section of a typical FED is depicted in Figure 1.16. Instead of using a diode ar- 

rangement with proximity focusing, a focus electrode can be incorporated to decrease 

beam spot size and increase resolution [40]. While most FEDs use metallic micro- 

tips, amorphous diamond has shown good current-voltage characteristic, however, 

the emission mechanism is not well understood. 
11 FEDs are similar to CRTs in that electrons are emitted from a cathode and accelerated towards 

the phosphor through a vacuum cell. Instead of using thermionic emission, electrons are emitted 
by a cold field emission process. 
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Most FED designs must be evacuated to low pressures (10-7 torr) to prevent 

contamination and deterioration of the electron emitters. Large display sizes thus 

need spacers to prevent bending of the faceplate. In low voltage designs, small 

spherical spacers can be used. For high voltage operation with large gaps, high 

aspect ratio spacers are being developed [8]. 

FED faceplate usually consists of a thin glass panel, a conductive layer, and a 

cathodoluminescent phosphor (e.g., Y203:Eu, SrGaS4:Eu, ZnS:Cu,Al, Gd202S:Tb). 

For low voltage approaches, transparent conductive oxides (e.g., ITO) are used in- 

stead of Al. In general, phosphor efficiency is greater at high voltages. Devices with 

high voltage designs will have large spacers and focused electron beams. 

Currently, several engineering aspects are being investigated to improve FED 

overall efficiency. Pixel brightness variations due to electron emission non-uniformities 

and low reliability of the cathode have been reported for prototype designs. Recently, 

active elements such as metal-oxide semiconductor field effect transistor (MOSFET) 

have been employed to control and stabilize the emission current of field emission 

arrays [46]. Low voltage phosphors consume less power but are less efficient and sat- 

urate rapidly due to high current density (0.1 mA/cm2), making high voltage designs 

look more promising. Devices with long lifetime and low driver cost are challenged 

by an increase in flash-over risk, more stringent surface de-gasification requirements, 

wider vacuum gaps and uniformity of spacers arrays. 

FED advantages include wide temperature and humidity range, wide viewing an- 

gle, Lambertian emission (CRT-like), and potential for high brightness and contrast. 

Numerous companies have announced FED products for 1999, but are all interested 

in color rather than monochrome (black and white) displays. 
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1.5.2    Organic light-emitting devices 

Among display technologies, electro-luminescence (EL) represents an all solid 

state approach that provides the most direct conversion of electrical energy into 

light [20,32]. Their efficiency and performance characteristics depend strongly on 

the materials and fabrication processes used. EL devices use a phosphor under the 

influence of an electric field to generate light. 

As shown in Figure 1.17, thin film EL devices are made up of a stack of conductors 

and dielectrics deposited onto a substrate [41]. A black thin film layer may be 

incorporated at the bottom of the structure to provide contrast enhancement, and 

thin film transistors can be used for addressing of high resolution, low cost devices. 

One attractive feature of thin film inorganic EL is a very steep luminance versus 

voltage slope above threshold, as seen in Figure 1.18. This, along with a fast phosphor 

time response, allows for direct addressing of large arrays. 

Recently, good light emission, fast response and extended lifetime have been re- 

ported for amorphous and crystalline organic thin film stacks that can be deposited 

on flexible substrates [32,33,39,44]. With vertically stacked pixel architecture, these 

devices allow for color, gray-scale and intensity tuning [11,31]. Different organic 

compounds have been used, providing a wide range of emission spectra with typi- 

cal efficiencies up to 15 lm/W. Using transparent organic layers, devices with high 

transmission in the visible spectral region have been developed [9]. A "color by 

white" approach for full color has been described in which a white phosphor oper- 

ates through RGB patterned filters. Organic light-emitting devices (OLEDs) made 

with organic semiconductors with the processability of conventional polymers are 

currently being investigated [22]. 

Improvements are still needed in the chemical structure of the organic thin films, 
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organic-metallic contacts, organic-organic layers interface, and in the understanding 

of non-radiative recombination losses and electrical degradation. In early stage of 

development, OLEDs present reliability issues such as electro-chemical instabilities 

with formation of radical species, contact degradation, encapsulation (needed due to 

air and humidity sensitivity), and low thermal tolerance [32]. 

1.6 Summary 

Successful integration of digital radiography in medicine will require high fidelity 

electronic displays. Current CRT systems do not meet the desired performance and 

have excessive volume, weight and power consumption. Recent developments in fiat 

panel display technology suggest that high fidelity, light weight displays will be avail- 

able in the near future. Large size AMLCD devices have been demonstrated. High 

brightness can be easily achieved with bright back illumination. Further develop- 

ments in optical design for monochrome displays should provide high fidelity and 

improve the angular dependencies of the gray-scale. FED devices have attractive 

emission distribution and potential for low veiling glare. The technology is consid- 

ered expensive to manufacture and problems with cathode aging and non-uniformity 

have to be contemplated. OLEDs represent a simple and potentially inexpensive dis- 

play technology with the ability to achieve high image quality. However, extensive 

research and development is required to achieve suitable large area manufacturing 

methods. 

1.7 Aim of this work 

As discussed in this introductory Chapter, no electronic device is currently avail- 

able that can display digital radiographs without loss of visual information compared 
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to transilluminated film. Among the limitations of current display devices, the char- 

acteristics of light transport in the faceplate of CRT monitors that causes excessive 

veiling glare, and unwanted ambient light reflections have not yet been fully described 

in the literature. 

This dissertation considers in detail the effects of light scattering processes on the 

degradation of image quality in electronic display devices by developing appropriate 

experimental methods and computational modeling tools. This work does not study 

other aspects related to display quality such as spatial resolution, overall grey-scale, 

and driving techniques. As we will show, the light scattering processes in display 

devices can severely affect optical performance. Nonetheless, they are often disre- 

garded. Knowledge about the effect of veiling glare and ambient light reflections 

on display image quality will permit the investigation of the relationships between 

display performance and medical diagnostic efficacy. Moreover, the experimental 

and computational methods introduced in this thesis represent valuable tools for 

evaluating and designing optimized display devices for high fidelity applications. 

This document is organized as follows: 

• In Chapter II, an optical Monte Carlo code for light transport simulation that 

predicts both veiling glare ratios and display reflections (DETECT-II) is de- 

tailed. 

• A novel experimental method that permits the characterization of veiling glare 

and luminance spread functions in display devices by measuring small spot 

contrast ratios is presented in Chapter III. 

• Simulation results from DETECT-II are benchmarked in Chapter IV against 

data taken with the experimental veiling glare method using a medical imaging 
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CRT with and without anti-reflective panel. 

Chapter V presents a discussion on the effect of ambient light reflections on 

display image quality with a description of experimental methods and results. 

Diffuse reflectance data obtained with DETECT-II are related to experimental 

results for the same CRT studied as part of Chapter IV. 

Finally, Chapter VI summarizes the findings and conclusions of this work, and 

suggests promising future research directions. 
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Figure 1.1: Stimulus response relationship and light adaptation. The profile of the 
response function was approximated using an expression of the form R = 
1/(1 + S) [2], where R is the photo-receptor response, I is the retinal 
intensity, and S is a parameter that represents the state of adaptation. 
Same incremental changes in stimulus cause different response according 
to the adaptation state. 
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Figure 1.2: Contrast response of the human visual system. The curve was obtained 
by differentiating the photo-receptor response. The perception of con- 
trast deteriorates rapidly as the intensity of the stimulus is increased or 
decreased with respect to the optimum response coordinate. 
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Figure 1.3: For a particular spatial frequency in the signal, the contrast threshold 
of the human visual system can be plotted as a function of luminance. 
While constant at higher luminance values, the threshold deteriorates at 
low luminance, which is known as the Weber-Fechner law [30]. 



21 

1000 

g 

U 

U 
C 
(t) 
Ö 

•H 
g 
3 

800 

Figure 1.4: Standard display function curve shown as luminance versus display value 
(DV) [5,45]. A unit change in DV causes a luminance change equal 
to the contrast threshold at the indicated luminance level. The upper 
curve depicts the effect of diffuse ambient light reflection for a display 
device having a 0.011/sr diffuse reflection coefficient in a room producing 
100 lux. The difference between the standard curve and the modified 
curve becomes small for regions where the luminance is greater than 
5 cd/m2. 
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Figure 1.5: Cross-section illustrating the relative dimensions of a typical cathode-ray 
tube bulb. 

Figure 1.6: Scanning electron microscope image of a CRT faceplate sample. The 
phosphor layers were exposed using a scalpel scratch. The width of the 
image corresponds to 50 pm. Debris from the sample preparation process 
can be seen on top of the Al layer. 
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Figure 1.7: CRT faceplate core showing the inner surface after removal of the phos- 
phor and Al layers. The roughness in the interior surface contributes to 
diffusively scatter internal reflections. 

\ 

Figure 1.8: Effect of contrast degradation in glare test patterns. The curves depict a 
center data row from the above images, showing the diffuse background 
component that reduces the glare ratio (defined as Lmax/Lmin). 
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Figure 1.9: Photos of CRT phosphors: (a) Some high brightness phosphors (notably 
P104) contain a mixture of phosphors with different color and often pro- 
duce a noisy image, (b) Phosphors which naturally emit a broad spec- 
trum (such as P45) typically have reduced luminous efficiency, (c) Color 
monitors rely on simultaneous stimulation of red, green, and blue phos- 
phors to simulate a white or gray emission. To date, the color matrix 
technology has not been exploited by loading each cell with a high lumi- 
nosity white phosphor. 
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Figure 1.10: Cross-section of typical CRT emissive structure. Light generated in the 
phosphor layer by electron impact scatters in the different components 
until its fate is determined. The processes can be described by three ef- 
ficiencies. First, the incident electron beam will deposit energy into the 
phosphor with an efficiency ee, which relates the energy of the incoming 
electrons to the deposited energy in the phosphor. Secondly, the en- 
ergy deposited by the electrons into the phosphor is converted to light 
photons in the luminescence sites with a quantum efficiency ep. Once 
the light is generated, it diffuses and eventually reaches the viewer by 
escaping the structure with an efficiency eg, which is dependent on light 
emission characteristics, spatial distribution of emitted photons, and 
relative dimensions of the emissive structure components. The complex 
light transport that takes place may consist in several possible processes 
which include reflection and refraction at the surfaces, and scattering 
and absorption in the medium. 
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Figure 1.11: Cross-section illustration of an active-matrix liquid crystal display. The 
liquid crystal cell that modulates light intensity according to the driving 
voltages, is confined by multi-layer structures. 
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Figure 1.12: In a liquid crystal display, light is transmitted through several layers. 
Overall transmission is only 3-5% for color designs. The absence of color 
filters in monochrome designs can elevate this up to 15%. 
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Figure 1.13: Improvement in viewing angle for a multi-domain liquid crystal display. 
Because anisotropies in the liquid crystal configuration are averaged 
over all domains, the emission angular distribution is enhanced. Ideally, 
emitted light should approach a Lambertian distribution. 
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Figure 1.14: Pixel structure showing the aperture area of a thin-film transistor design 
for active-matrix liquid crystal display (AMLCD). In this design, the 
ITO pixel electrode overlaps the bus line separation. 
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Figure 1.15: Thin film transistor design with overlap between ITO and bus line hav- 
ing a larger pixel aperture ratio in an active-matrix liquid crystal display 
(AMLCD) design. 
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Figure 1.16: Typical field emission display (FED) cross-section illustrating the sharp 
emitters and the structures that confine the micro-vacuum cell. 
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Figure 1.17: A typical electro-luminescent (EL) display cross-section showing the 
film arrangement needed for a display device, although layers for specific 
designs may differ. 
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Figure 1.18: Attained luminance versus driving voltage for organic and inorganic 
electro-luminescent devices (adapted from [37,47]). 
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1.9    Tables 

Table 1.1: Just noticeable differences for different display brightness. 

hiow (cd/m
2) Lhigh (cd/m2) JNDs 

0.5 100 430 
1 200 500 
2 400 567 
5 1000 630 
10 2000 700 
20 4000 740 
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Table 1.2: Display requirements for medical imaging. 

Specification 

Spatial 
Size (cm)a 

Film Quality 

35x43 

High Fidelity Good 

30x36 24x30 
Pixels 4000x5000 2500x3000 1200x1500 
Pixel size (mm) 0.08 0.12 0.20 
Refresh rate (Hz) static static - 80 static - 80 
Area distortion (%) <0.1 2 2 

Grey-scale 
Maximum luminance (cd/m2) 2000 1000 300 
Minimum luminance (cd/m2) 1 5 1.5 
Gray-scale levels'3 > 1000 700 700 
Emission Lambertian Lambertian Lambertian 
Colorc 

monochrome monochrome monochrome 

Optical 
Veiling glare ratiod 

> 1000 200 100 
Specular reflectance*5 0.02 0.002 0.004 
Diffuse reflectance (nit/lux)e 0.02 0.01 0.02 
Viewing angle (V)f full ± 45° ±30° 
Viewing angle (H) 

a 43x35 cm is a standard size for 
full ±60° ±45° 

radiographic detectors. Displays should have a hori- 
zontal/vertical aspect ratio of about 0.8. 

bThe log-luminance versus pixel value relationships should follow a perceptually linear 
profile based on the DICOM standard. 

c General preference in the field has been for displays with a white to slightly blue color. 
Most film bases are tinted blue. 

d Contrast ratio defined with test pattern images consisting of a 1 cm centered dark 
circular spot, surrounded by a bright field. 

e A discussion on the requirements for specular and diffuse reflection coefficients is given 
in Chapter V. 

Full stated contrast ratio and luminance performance is to be maintained within the 
required viewing angle. No contrast inversion is allowed. 
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CHAPTER II 

COMPUTATIONAL MODELING OF LIGHT 
TRANSPORT PROCESSES 

2.1    Introduction 

The simulation of light scattering processes in emissive structures for display 

performance prediction has usually been performed using two different methods: ray 

tracing and numerical solutions to Maxwell's electro-magnetic equations. Compu- 

tational tools that use these methods are very useful for solving particular design 

problems. However, situations arise where these tools have limited applicability due 

to lack of a priori knowledge of the system response, to extensive computational 

times, or to complex geometries. 

2.1.1    Ray tracing 

The most widely used technique for the simulation of light diffusion is ray trac- 

ing [16]. Following bundles of optical rays through multiple interactions, ray tracing 

techniques rely on previous knowledge about the system response to efficiently de- 

termine the initial position, direction, and other attributes of the principal paths 

that will contribute to the output. Ray tracing methods that originate the source 

photons with discrete pre-determined position coordinates and directions are known 

as deterministic ray tracing. Implementations that use sampling procedures to define 

36 
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initial photon characteristics are often called stochastic ray tracing [17]. 

A commercial software package, ARGUS, is available for the modeling of display 

performance of high resolution CRTs [14,35,36]. In this model, the digital signal 

is traced from the digital-to-analog converter to the video amplifier, and to the 

electron gun impinging on a phosphor to generate the luminance image. Most of 

its applicability relates to the modeling of the electronic signals and of the electron 

beam characteristics. Light scattering processes are modeled using simplistic filter 

functions associated with a generic CRT design [15]. This approach does not allow 

for the modeling of light transport in particular devices with improved designs. 

2.1.2 Numerical solutions to Maxwell's equations 

The second approach involves the numerical solution of the differential equations 

that govern light propagation in layered structures. In these methods, the full electro- 

magnetic Maxwell's equations are solved using numerical approximations (i.e., finite- 

difference) to describe the light propagation through multiple layers with appropriate 

boundary conditions. These techniques have been developed and applied mostly in 

LCD optical modeling. The predictions have been compared to experimental results 

yielding good agreement for 1-dimensional problems [5-7]. However, such approach 

does not describe internal multiple reflections, and exact modeling of 3-dimensional 

structures requires long computational times [51]. 

2.1.3 Monte Carlo techniques 

In this work, light transport processes that occur in 3-dimensional emissive struc- 

tures are simulated using Monte Carlo methods. Monte Carlo methods track the tra- 

jectories of a large number of optical photons to describe the statistically averaged 

output. A major advantage with respect to the stochastic ray tracing techniques is 
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the way that absorption and scattering processes are modeled. In the Monte Carlo 

method, the distance to each event is randomly sampled from probability distribution 

functions, and the minimum distance event is chosen to occur. Monte Carlo methods 

can handle a wide variety of physical cases and are computationally practical when 

using high speed computers. 

The transport of optical photons through emissive materials using Monte Carlo 

techniques has been previously used to predict light collection properties of scintillat- 

ing detectors [3,4,23,24,42] and phosphor screens [41]. Monte Carlo approaches have 

also been used in radiative transfer modeling for atmospheric applications [17], and 

in lighting [44] and thermal design applications [30]. In this Chapter, a light trans- 

port Monte Carlo simulation code, DETECT-II, is described. Emphasis is given to 

the description of its unique features, including photon polarization tracking, special 

binning techniques for display simulation, and random number generation with very 

long period. 

2.2    DETECT-II: A Monte Carlo light transport code 

In DETECT-II, individual photons are followed from the light source until they 

exit the structure. Photon paths are determined by the interaction of the light quanta 

with optical boundaries, and by events that may result in absorption or re-direction. 

At each point in the trajectory, the direction of propagation (given by the directional 

cosines) and the polarization state of the photon are known. 

2.2.1    Polarization 

If we consider the xy-p\ane perpendicular to the direction of propagation of the 

wave, where the electric field E (and also the magnetic field) vibrates harmonically, 

we can define the polarization ellipse by projecting the magnitude of the amplitudes 



39 

of E into the zy-plane, and by considering the phase difference. In addition to the 

relative projection of the field maxima, left-handed and right-handed states can be 

associated with the rotation direction [2,22]. Three special cases are of particular 

interest. Completely unpolarized light (or natural light) has the property that the 

ensemble average intensity of the field components along any direction perpendicu- 

lar to the direction of propagation is the same, and not affected by retardation of 

one of its components. Linearly polarized light occurs when the projection reduces 

to a straight line. When the ratio of the amplitudes and the phase difference are 

time independent, the axis of the ellipse are equal, and circularly polarized light is 

observed. 

A unique feature of DETECT-II is the technique for photon polarization track- 

ing. Several attempts to incorporate the effect of photon polarization in photon 

transport simulation tools have been reported. In 7-ray spectroscopy, McMaster [34] 

theoretically described polarization phenomena associated with the interactions be- 

tween photons and electrons. In this approach, the polarization state of a radiation 

beam is represented in a matrix notation using the Stokes parameters associated with 

physically measurable properties of the beam [11]. In such a treatment, after the 

photon beam undergoes an interaction, the matrix characteristics of the interaction 

are used to calculate the scattered intensity. Although this approach facilitates nu- 

merical calculations [33], it implies that the tracking of polarization states is done for 

a beam of particles by evolving the polarization vector through multiple scattering 

events. 

Similar treatments of polarization have been described for ray tracing meth- 

ods [9,10,48], including applications in lighting models [52] and biaxial optical 

elements [46].   The evaluation of the polarization within these programs is done, 
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similarly to the method proposed by McMaster, using Jones and Mueller matrices 

by averaging polarization states computed for a given number of rays [21]. 

Polarization has also been incorporated in Monte Carlo light transport simula- 

tions [1,28,47]. The same matrix approach describing variations in the energy asso- 

ciated with each polarization component is described using the Stokes parameters. 

These prior Monte Carlo codes follow ray paths and not individual photons. 

A different approach that tracks polarization states for single optical photons 

has been implemented in DETECT-II. When using Monte Carlo methods to simu- 

late light transport processes by tracking photons (individual quanta), the intensity 

of each photon has to be conserved*, and the polarization vector normalized to 

unity [49]. Details on the polarization tracking algorithm are presented next. 

It is possible to associate a polarization state with each ray, and describe its 

change along a photon history. Photon histories are started with random linear 

polarization (i.e., the angle of the polarization vector normal to the path is arbitrarily 

selected in [0,71-/2])*. 

Relative to the plane of incidence defined at the first surface, the polarization 

state is computed in terms of the polarization components along the parallel and 

perpendicular directions (u\\ and u>±). If the incident polarization is random, then, 

both u\\ and wi will be distributed isotropically. For the first surface encounter, the 

reflection probabilities are computed using Equations 2.1-2.4. 

The tracking of polarization is carried out along the photon history using the 

same procedures to obtain the polarization components after each interaction.  At 

*This is valid for scattering phenomena that do not involve change in photon energy, as it is 
done with wavelength-shifters in scintillation detectors [24]. 

t Light emission at luminescent centers can be anisotropic [38] which may result in preference for 
a certain polarization direction. However, the light emission from phosphor crystals is de-polarized 
at room temperature. An example of an anisotropic center is the Tl+ defect in CsLTl, whose 
emission becomes de-polarized at T > 230 K [37]. 
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an optical boundary, the polarization components are projected into the parallel 

and perpendicular directions defined by the surface normal and the incident vector 

direction. The polarization of a photon after reflection is given by J^ = r\\U\\, and 

JL = r±u>±.   Similarly, after refraction, u^ = t\\u)\\, and ux = t±w±.   After the 

surface scattering is completed, the photon polarization components are normalized 

,2       > 2     -> 
tO U>||    +Wj_    = 1. 

2.2.2 Geometry model 

In DETECT-II, the geometry is described in 3-dimensional Cartesian coordinates 

using slabs with orthogonal division into cells, as shown in Figure 2.1. The geometry 

descriptor and related code routines where adapted from a Monte Carlo code for 

electron transport simulation, SKEPTIC [50]. The 3-dimensional objects are defined 

as a stack of slabs along the z axis, with division of each slab into cells in the x and 

y direction. The dividing surfaces defined for one slab do not have to be continued 

into the neighboring slabs. The same file that contains the parameters that define 

the geometric objects can be used for radiation and light transport simulations, 

simplifying the calculation of problems that involve both processes. The surface 

characteristics at the sides of each cell are assigned different surface types, which 

include smooth, rough, absorptive, diffuse and thin films. 

2.2.3 Light sources 

Photons can originate from a point source or from a planar distributed source 

with isotropic, Lambertian angular emission, or oriented along particular directions. 

Sources that are distributed in 3-dimensional objects can also be used. The current 

version of DETECT-II allows to sample from a 3-dimensional distributed source with 

constant intensity over the entire volume. Sampling from arbitrary distribution func- 
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tions can be easily implemented for problems such as the generation of luminescence 

based on the interaction of soft radiation with crystalline materials, where light is 

generated with an intensity that varies as a function of position. 

For each photon, the wavelength is defined and tracked with the history. In the 

current version of DETECT-II, models for anti-reflective coating and Mie scattering 

include dependencies with photon wavelength. No provision is present to model 

wavelength shifting or wavelength dependent absorption. Each photon wavelength is 

randomly determined from a spectra having multiple lines by specifying the number 

of lines and the relative line weight. An extensions for sampling the photon energy 

from arbitrary distributions would require a different sampling scheme to assign a 

wavelength for each history. 

2.3    Optical scattering processes 

The current version of DETECT-II models optically isotropic material (i.e., op- 

tical properties are identical along different spatial directions). This allows the mod- 

eling of most materials found in emissive displays, but is not applicable to liquid 

crystal displays where the modulation of light intensity is done by highly anisotropic 

materials as the liquid crystal and the polarizers. 

2.3.1    Smooth boundaries 

At the optical boundaries, an analysis is performed depending on the surface type 

and material properties, using Fresnel's equations considering the polarization of the 

incoming photon. The tracking algorithm is based on 2 fundamental assumptions. 

First, a geometrical optics approach is used that neglects the effect of finite wave- 

lengths, and utilizes macroscopic Maxwell's equations (see Section 2.3.3 on page 44 

for the treatment of thin films). Second, light paths are assumed to apply to one sin- 
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gle quanta (light photon). The reflection and transmission coefficients are therefore 

interpreted as probabilities. Details concerning the implementation of the assump- 

tions are given in Section 2.2.1. Figure 2.2 presents a pseudo-code overall description 

of DETECT-II. 

The laws of refraction aad reflection established for plane waves incident upon 

plane boundaries remain valid for individual photons when interpreted as probabil- 

ities. If a light ray of intensity i" falls on a boundary, it is split into a reflected (R) 

and a transmitted (T) wave, and the change of polarization state is predicted by 

the corresponding Fresnel's formulas (for plane waves), which are presented below. 

When considering a single photon quanta, the transmission and reflection coeffi- 

cients associated with the corresponding probabilities for parallel and perpendicular 

components, are expressed as: 

P\\,trans = *|| = 7||//|| 

P±,trans = tj_ = T^/Ix 

P\\,refl = r\ = R\\/I\\ 

P±,refl = r\ = R]_/I_L  , 

where t\, ß, r\ and rjj are the reflectivity and transmissivity for both components, 

2   _ sm(2fli) sin{262) (2 ^ 
II   ~   sm2(01 + 02)cos2(01-02) 

{ ' ' 

2    _   sm(29i) sin(262) (2 ^ 
x   ~       sin2{9l+92) 

{ ' ' 

tan'fr-fe) (23) 

sin2 {61 - fl2) 
x   ~    sm2(0i+02) ' 

r (2.4) 
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2.3.2 Rough surface scattering 

To describe Fresnel interactions at rough surfaces of the type found in emissive 

display devices (see Figure 1.7 on page 23), an algorithm that randomly perturbs the 

surface normal was developed. This description is appropriate for surfaces having 

undulating profiles with low aspect ratio. The roughness is specified by defining a 

maximum cone within which surface normal tilting can occur. The tilting angle a is 

sampled uniformly from a cosine distribution within the allowed range. The diagram 

in Figure 2.3 shows a 2-dimensional representation of the model, where a is the 

tilting angle used to simulate a surface slope. A Fresnel analysis is then performed 

using angles 4>i and fa. 

The Fresnel equations are solved with the incident photon vector expressed in a 

rotated coordinate system. The out-coming vector is then rotated back to the initial 

coordinate system. Additionally, a test is performed: <f>i + a < |, which prevents 

a reflection directed into the surface. For a reflection occurring in a valley, the 

reflected photon may strike a neighboring hill. This is not accounted in the model, 

and therefore, surface normal distributions should be limited to modest cone angles 

(a < 30°). 

2.3.3 Anti-reflective coating 

In general, AR coatings are used to reduce specular reflections from the surface of 

a display device. While silica-coating or chemically etched rough surfaces have been 

used for this purpose, the degradation of display resolution is unacceptable for most 

applications. Recently, thin-film coatings have been introduced in high-definition 

CRT systems for medical applications. Materials include organic layers [45] and 

metal oxides [18,39,40].  Multiple layers are used in recent AR coating designs to 
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further decrease the reflectivity, with transparent conductive layers to dissipate static 

charge and reduce dust build-up, and to provide electro-magnetic shielding*. 

In addition to a reduction in the reflectance of the display, AR coatings affect 

the transport of light inside the faceplate by favoring transmission at the glass-air 

interface. The optical properties of such structures can be described as a function 

of the wavelength and the incident angle [2]. By using modified Fresnel coefficients, 

thin-films are incorporated as a specific surface type into the simulation code. The 

current version of DETECT-II describes AR coatings using a 1-layer simplification. 

The equations for multi-layer stacks [2] can be incorporated to provide a more accu- 

rate model of current AR designs. 

For an homogeneous dielectric film between two homogeneous media, it is useful 

to define the effective index pi as 

Pi = rii cosOi       (i = 1,2,3) , (2.5) 

where n» is the index of refraction of media 1,2, and 3§, and 0, is the angle of incidence 

in medium i. In addition, a wavelength-dependent parameter ß can be defined as 

ß=—n2hcos02, (2.6) 

where A0 is the the photon wavelength, n2 is the index of refraction of the thin film 

material, and h is the thin film thickness. 

The reflection and transmission coefficients are now expressed in terms of Pi as 

Pi - P2 (0 7N 
r12   =    ■  (2.7) 

P1+P2 

tn   =   -^- (2.8) 
P1+P2 

* As described in product literature by OCLI ,Santa Rosa, CA, and Viratec Thin Films, Faribault, 
MN. 

^Medium 2 corresponds to the thin film layer. 
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With analogous expressions for r23 and £23- 

The reflectivity and transmissivity can be computed using the following expres- 

sions: 

t2   =   "3 cos93 t\2t
2

23  
nx cosOi 1 + r\2 r2Z + 2r12r23 cos 2ß 

2   =    rh + 4s + 2ri2r23 cos2ß 
l + r{2rl, + 2rl2r2Zcos2ß' [ZAÜ) 

A straightforward calculation reveals that Equation 2.10 remains unchanged if ß is 

replaced by ß + 7r, or, when the thickness of the thin dielectric film is increased by 

Ah, where 

2n,2Cos92 

For normal incidence and optimal thin film thickness, r2 becomes 

/nin3 - n\ 
Vnin3 + n2 

2.3.4 Bulk absorption 

Naturally to Monte Carlo methods, bulk absorption in the structure materials is 

modeled with a linear coefficient. To determine if such an event occurs, the distance 

to next boundary is compared to the sampled distance to collision. To determine 

the distance to collision, we use direct sampling techniques from the cumulative 

distribution function associated with the exponential density function. 

2.3.5 Mie scattering 

Mie theory describes the scattering of light by spheres of finite size [2]. DETECT- 

II currently uses the Rayleigh approximation, corresponding to the limiting case 

of Mie theory for small spheres. The ratio of the scattering cross-section to the 

geometric area of the sphere depends on the parameter x, x = 2-KR/X. When I<1, 

nh2 

r2=(^h^)- (2-12) 
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using first expansions in the general expression of the scattering cross-section, we 

obtain the Rayleigh limiting case, where, 

asca oc x47tR2 OC — . (2.13) 

If iV is the number density of scatterers associated with crystal imperfections or 

defects, the scattering coefficient is given by 

"~<*> = CT) • (2'14) 

This dependency of the scattering coefficient with the photon energy is implemented 

in the current version of DETECT-II. 

The angular scattering probability has in some cases been assumed isotropic [13]. 

However, in average, the intensity of Rayleigh scattering for unpolarized light is pro- 

portional to l+cos26s. In Monte Carlo simulations with randomly linear polarization 

vectors, the intensity of the scattered light is a function of the angle between the 

polarization vector and the scattered direction (x), according to Isca oc sin2x [22]. 

This expression is used in DETECT-II. 

The description of point scatterers can be applied to model scattering events 

caused by local imperfections in crystalline structures. Descriptions applicable to 

larger spheres and polarized light are available and could be used [22]. As the size 

of the particle causing the scattering event increases, and this approximation breaks 

down, the distribution function becomes forward-peaked, as can be seen in the ex- 

ample shown in Figure 2.9. However, events in granular films such as the phosphor 

layer will require a model that considers material inhomogeneities and provides an 

improved geometric descriptor. 



48 

2.4    Random number generation 

Specialized random number generation deficiencies is required due to possible 

systematic errors in Monte Carlo calculations caused by multi-dimensional correla- 

tions [12]. Although many random number generators will pass standard tests and 

have very long periods, calculations exist where correlations result in up to a 20% 

difference in the expected results [43]. The interplay between the algorithm structure 

and material properties of a modeled system, and the correlations in the sequence 

leads to the observation that a generator is only "good" in conjunction with a specific 

application for which it has to be tested. 

2.4.1    Properties of random number generators 

For the typical computations required to simulate display optical performance 

using DETECT-II, a random number generator with long period, good efficiency, 

and with no multi-dimensional correlations is required. In addition, generators with 

simple procedures for parallel execution are useful [29]. Many commonly used gen- 

erators don't meet all of these conditions [20]. Random number generators defined 

as intrinsic functions implemented in different compilers have been proved to have 

dubious quality [19], and are not portable1. When doing Monte Carlo calculations 

on different computers, exact agreement with previous and trusted calculations is 

essential. The portability requirement is often confused in the literature with re- 

producibility. A portable random number generator is always reproducible, but not 

the opposite. Moreover, for parallel execution, reproducibility in a "strong" sense 

is required both on the same processor with different partitioning scheme of the 

^In this work, a portable random number generator is defined as such that yields the same ran- 
dom number sequence when compiled and run in different platforms and systems, and is therefore, 
reproducible. 
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processing resources, and between processors [32]. 

The n-dimensional spectral test is often used as an empirical technique which 

examines the lattice structure of all the points formed by taking n successive val- 

ues in the sequence, and tries to find statistical evidence of correlations [8,26,27]. 

Figure 2.4 shows 2-dimensional correlation patterns observed for a commonly used 

random number generator. The data were obtained by assigning consecutive pairs 

as (x, y) coordinates. The generator employed for this figure is a linear congruen- 

tial multiplicative generator used in the radiation transport computer code EGS4. 

In this work, 2-dimensional spectral tests were used to uncover possible sequence 

correlations. 

2.4.2    Algorithms for random number generation 

Random number generators provided as intrinsic functions in compilers are at- 

tractive because they are potentially portable and often, highly efficient. However, 

in most languages, the actual generator used is not defined by the standard and is 

therefore, compiler-dependent. For example, current versions of Digital Fortran 90 

use a random number generator proposed by L'Ecuyer [25], based on the combination 

of two multiplicative congruential generators with total period of 1018 (see Figure 2.5 

on page 57). 

Current versions of IBM xlf90 use a single multiplicative congruential generator 

known to have good quality but with a period of only 109. Other compilers (i.e., Sil- 

icon Graphics) use a lagged-Fibonnacci generator with long period and good quality. 

Some generators depend on existing routines from previous versions of Fortran or C 

compilers, which vary in quality, some of them known as bad [19]. 
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2.4.3    DETECT-II random number generator 

DETECT-II uses a very-long period (1043) generator based on the lagged-Fibonacci 

series method, proposed by Marsaglia and Zaman [31]. The implementation is a mod- 

ification by James [20] that returns a vector of random numbers per call. Figure 2.6 

shows that no 2-dimensional correlations are apparent for this generator. Compiling 

and generating up to 500 random numbers yields the same sequence in 32 and 64-bit 

architectures. In addition, this generator employs a trivial technique for computing 
4 

non-overlapping subsequences, although lack of correlation between these has not 

yet been proved (James F., oral communication, 1996). 

2.5    Modeling of display devices 

DETECT-II has been specially adapted to model optical transport processes in 

display devices. In this Section, we focus on the description of the emissive structures, 

and the special binning of photon histories for display simulation. Another important 

aspect of the code is the interpretation of the Monte Carlo results in terms of display 

performance. Lastly, we concentrate on the analysis of the luminance spread function 

that is later related in Chapter IV to experimental results. 

2.5.1    Emissive structure models 

Basic emissive structures are modeled with DETECT-II as slabs with surface 

conditions reflecting different design approaches. Of particular importance is the 

description of the cathodoluminescent phosphor. Initially, the phosphor layer was 

modeled by a 90% Lambertian reflective surface that included the reflection from the 

Al film (as depicted in Figure 2.7). However, careful examination of the phosphor- 

glass interface confirms the presence of regions with glass-to-vacuum, and glass-to- 
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binder physical contact. A single uniform "acuum layer between the phosphor and 

the faceplate is not appropriate since it may result in excessive light channeling. 

We therefore introduced a phosphor-binder layer with surface roughness, that 

depicts the change in index of refraction from the glass (1.523) to a material with an 

intermediate index (1.3) to accommodate for the interfaces with binder and phosphor 

grains. The roughness of the inner surface of the faceplate is described using the 

rough surface scattering description presented in Section 2.3.2. Roughness profiles 

are defined by the maximum angle that the sampling procedure accepts". A phosphor 

layer with a 99% diffuse reflectance at the Al film is shown in Figure 2.7. Using 

partial absorption at the phosphor emissive surface, black matrix designs are easily 

described. 

2.5.2    Binning for display simulation 

An important aspect of DETECT-II is a method for binning results which is 

designed specifically for display simulations that make efficient use of the photon 

histories. In DETECT-II, the Monte Carlo results are binned within a given solid 

angle Q into radial bins (see Figure 2.8 on page 58). To simulate display performance, 

the viewer is assumed to observe the image from a direction normal to the display 

surface. Photons are tracked from the source to the front surface of the display and 

those within a finite solid angle about the normal are binned into discrete regions on 

the surface. A solid angle corresponding to a 6° cone is used rather than the typical 

small solid angle of a human observer. The binning of the emerging position is done 

by back-projecting the light path to a virtual plane of emission. This accounts for 

the difference in index of refraction between air and glass, and allows binning from a 

large solid angle to a common virtual focal plane inside the emissive structure. This 

"A maximum angle of 0° is equivalent to a smooth surface. 
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manner of binning photon histories is equivalent to the actual detection of light rays 

by the human eye, but with a larger solid angle that improves the efficiency of the 

computations. 

2.5.3    The discrete spread function 

To specifically describe the performance of display devices with respect to veiling 

glare, the binning of the Monte Carlo results into a discrete response function AT* 

is useful**. The resulting vector is then normalized to 1 by dividing by the total 

number of photons binned. 

The Monte Carlo calculation yields the number of photons, VQ, that originate 

from the source point and are observed within the solid angle of the observer. The 

source is placed at the front of the phosphor layer. The initial directional cosines 

are sampled randomly from a Lambertian distribution function that is typical of 

light transmitted through a layer with multiple scattering. Secondly, the number of 

photons observed within the solid angle of the observer that are associated with a 

point on the emission layer located at a radius between r and r + Ar from the source 

point are binned within N bins out to a distance AT Ar (Vi for i = 1... N). This is 

then converted to the differential probability of light emission per steradian per unit 

area, 

m = fA (2.i5) 

£W   =   jr[((i + l)Ar)2 - (iAr)ä] (2'16) 

for 

r   =   iAr (2.17) 

**The construction of specific spread functions and their relationship to experimental methods is 
discussed in Chapters III and IV. 
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i   =   1..N, (2.18) 

where C{i) is a discrete representation of the continuous luminance point-spread 

function L(r). L(r) can be interpreted as the observed luminance in cd/m2 resulting 

from a point source located at the origin of the emissive surface with a luminous 

intensity of 1 cd. 

For each run, statistics on angular emission, photon path lengths, photon en- 

ergy, and scattering events are also reported.   In addition, 2-dimensional plots of 

photon paths can be obtained for detailed analysis of particular emissive structure 

configurations. 

2.5.4    Display reflectance modeling 

To simulate display reflections, the same geometric descriptions used for veiling 

glare calculations are employed, but with the light source placed outside the emissive 

structure according to arbitrary spatial distribution functions. For simulation öf 

diffuse reflections, we used a distributed uniform planar source with isotropic angular 

distribution function located in proximity to the display faceplate. Details on the 

modeling of devices for simulation of ambient light reflections and their relationships 

with the experimental measurements are given in Chapter V. 



2.6    Figures 

54 

VL 

/-4»  /--f 
/ ; y. i. / / / 

' * I 
t it 

* t t , _- __________ —^ ,_  
/' / /1 / /   ' /   , / 

/    l / / 
'      l        ' t   

t '     ' 
1 ■* l ' >• ^  

/ / 
t, ,. ,,.   .. . :  

Figure 2.1: Cartesian geometry for the Monte Carlo code DETECT-II. 
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• Read user-defined data and set up the case 

- geometry (geometry.in) 

- material properties (material. in) 

- surface types (surface. in) 

- run parameters (input.in) 

* number of histories and other MC parameters 

* source characteristics 

* surface types parameters 

* binning and reporting options 

• Loop over number of histories 

- start a new photon from the source 

- loop over number of events 

* locate cell numbers 

* determine distance to boundary 

* determine distance to collision 

* if collision occurred, 
• determine collision type and outcome 

• cycle over events 

* if collision did not occurred, 

• advance photon position 

• perform boundary analysis 

• kill photons that exit volume 

• tally and bin 
• if not yet successful, update cell numbers 

• Report results 

Figure 2.2: DETECT-II pseudo-code depicting the tracking of single photons. 
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Figure 2.3: Two-dimensional representation of the rough surface model. 9\ and 02 

are given by Snell's law. On the left, the flat surface case is depicted. The 
surface normal is rotated an angle a on the right. After the boundary 
analysis is performed in the rotated system, T or R are expressed in the 
original coordinate system. 
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generator (modified EGS4). The correlation patterns have 538 points 
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Figure 2.6: Two-dimensional correlations in the random number generator imple- 
mented in DETECT-II. 
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(a) Simplified model. (b) Current model. 

Figure 2.7: Cross-section of the geometric models used in this work. 

Figure 2.8: Binning of Monte Carlo results for display applications. Light photons 
exiting within a given solid angle ft are binned into rings and the results 
expressed as p(r)drdQ, or as p(r)dAdQ,. 
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Figure 2.9: Angular dependency in Mie scattering, (a) Rayleigh limit for small 
spheres, (b) Mie distribution for spherical gold particles of about 
0.080 jum for a wavelength of 550 nm, adapted from [2]. 
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CHAPTER III 

A METHOD FOR MEASURING VEILING 
GLARE IN HIGH PERFORMANCE DISPLAY 

DEVICES 

3.1    Introduction 

There is a significant need to improve the performance of display devices in high 

fidelity applications such as medical imaging, graphic arts, and industrial inspection. 

A wide luminance range (5-1,000 cd/m2) with minimal image quality degradation due 

to luminance spread is required for low contrast details to be visible. However, the 

image quality of electronic display devices is often limited by extensive veiling glare 

that causes a low-frequency degradation resulting in contrast reduction. In cathode- 

ray tubes (CRTs), veiling glare is caused by multiple light scattering in the thick 

glass faceplate [10], by backscattered electrons in the vacuum tube [8,11,19,20], and 

by light leakage through non-uiäformities in the reflective coatings. New flat panel 

technologies employing discrete pixel designs generally have less veiling glare than 

CRT devices. Veiling glare has otherwise been studied in other components of the 

imaging chain, such as for detectors [6,7,16,21] and lenses [12], and for the human 

eye [2,17]. 

Several groups have suggested that the veiling glare characteristics of display 
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devices be measured using test patterns with rectangular fields of different sizes at 

low luminance surrounded by bright regions [3,8]. However, the radial symmetry of 

the veiling glare processes suggests that a test pattern with circular targets is more 

appropriate. In this work, we define a luminance point spread function with radial 

dependency and use this %nction as a basis for performing experimental measure- 

ments using circular test patterns. 

For measuring veiling glare in high performance display devices, a luminance 

probe and detector capable of measuring very low luminance values in a small dark 

region surrounded by a large bright field are required. However, multiple light re- 

flections in detector optics can substantially alter the measured low luminance value 

in the dark spot. The measurement error amounts to 1-3% of the bright field in- 

tensity [12] for low-flare lenses with anti-reflective coatings. When measuring a test 

pattern for which the bright field luminance is 500 times the dark spot luminance 

(i.e., a contrast ratio of 500), the measured contrast ratio will only be 83 if the detec- 

tor records 1% of the bright field in the dark region. For veiling glare measurements 

this light leakage should be less than 0.01%, which results in a contrast ratio of 476 

for the preceding example. 

In this work, we describe a collimated probe that minimizes contamination from 

very bright neighboring regions. The probe has been specifically designed to mea- 

sure veiling glare using a test pattern with a circular dark spot of varying diameter. 

Details pertaining to the optical design and construction of the probe are reported. 

By measuring test patterns digitally printed on radiographic film, the response at- 

tributes of the detection assembly have been established. Finally, the method is 

demonstrated by measuring the veiling glare characteristics of a monochrome medi- 

cal imaging CRT. 
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3.2    Analytic model for veiling glare 

The contrast degradation caused by veiling glare can be described by a normalized 

continuous point spread function P{r,6)^. This function describes the luminance 

(cd/m2) at (r, 6) resulting from a point source of light with unit intensity, 1 cd, 

located at r = 0. The units of the point spread function, P(r,6), are thus m-2. It 

is useful to assume that P(r,6) is shift-invariant and radially symmetric, P(r). The 

veiling glare, Lg (x, y), produced in a display by an image with a primary luminance 

of I(x, y) can then be estimated using a convolution integral: 

Lg(x,y) + I(x,y) = JJl(x',y')P(r') dx'dy' , (3.1) 

where r' = J(x — x')2 + (y — y')2, and both Lg(x, y) and I(x, y) have units of cd/m2. 

Our use of the point spread function is equivalent to classical definitions [15], although 

the function is typically used to describe short range blur associated with resolution 

and not the long range processes associated with veiling glare [16]. 

To model test patterns consisting of a black circular region surrounded by a 

circular region of uniform luminance, I0, it is useful to define the ring response 

function, R(r), as: 
/•27T 

R(r) = /    P(r, 9) rd6 = 2irrP(r) , (3.2) 
Jo 

where R(r) has units of m-1. This function describes the luminance at (0,0), in 

cd/m2, produced by an infinitely thin ring source of light having a total intensity of 

1 cd distributed uniformly over a distance of 2nr. The luminance in the center of 

the dark spot is then given by: 

Lg = Lg(0,0) = I0 T R(r) dr , (3.3) 
Jrd 

tin principle, P(r,6) may also have a wavelength dependence associated with light transport 
processes. This is particularly true when anti-reflection coatings or tinted optical components are 
used. In this work, we address only monochromatic devices and ignore any wavelength dependency. 
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where rd is the radius of the black circle and rt is the radius of the luminous sur- 

rounding region. 

In this work, we define the veiling glare ratio (G) as I0/Lg, a function that depends 

on the two radii associated with the test pattern, G(rd,ri). In practice, we have 

considered the dependence of G on rd when rt is constant, G(rd). If experimental 

measurements are made with a set of test patterns having black disks of varying 

radius, n where i = 1,2,..., n, and the same radius r, for the luminous region (see 

Figure 3.1 on page 78), the measured set of glare ratios, Gu provides information 

describing both the short and long range characteristics of veiling glare. Notably, 

two measurements with different black circles can easily be related to the integration 

of the ring response function between the two different radii of the black circles: 

1 1 /"r'+i 
(3.4) 

If R(r) is slowly varying over this range of radii, we can use this expression to 

numerically estimate R(r) from a full set of measurements of Gj. 

3.3    A collimated probe and luminance detector 

To determine the veiling glare ratio of a display device, the luminance from 

small circular dark spots needs to be accurately measured. To develop a luminance 

probe with minimal response from surrounding bright regions, a collimated design 

with multiple baffles was employed. The device is based on a high-gain Si photo- 

diode sensor with an active area of about 5.7x5.7 mm, a photopic filter, and a 

research radiometer (SHD 033 sensor, IL 1700 radiometer, International Light Inc.). 

A standard barrel (4 cm diameter and 7 cm long) into which baffles can be positioned 

using threaded parts is attached to the sensor. A conic probe fabricated on a lathe 
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from aluminum rod is placed at the end of this barrel. The assembled components 

are shown in Figure 3.2. 

The probe tip is designed to minimize the amount of light scattered from the 

probe back to the emissive structure. As shown in Figure 3.3, the probe entrance 

aperture has a diameter of 9 mm. The interior of the tip is shaped with a reverse 

cone geometry creating a pointed entrance aperture. The inclination of the interior 

walls of the inner tip minimizes the amount of light reflecting back to the display 

faceplate. The external conic shape of the probe reflects light coming from bright 

regions away from the display surface. An angle between the walls of the cone and 

the display surface normal of 15° allows central measurements in 38 cm diagonal 

displays. 

The surface characteristics of the first few millimeters of internal wall of the 

probe tip was thought to have a major impact on the reduction of scattered light 

that contaminate dark spot measurements. For this reason, both highly reflective 

and diffuse absorptive surface finishings were evaluated. The comparison showed 

that a highly specular surface at the inside front end resulted in a lower dark spot 

luminance. The specular surface was realized by polishing about 3 mm of the interior 

wall of the tip with very fine grit polishing paper. 

Light entering the probe at oblique angles is trapped by a series of interior baffles 

and probe chambers. A series of four apertures of about 4 mm diameter creates a 

highly collimated response. Baffle positions and aperture diameters were determined 

using manual design methods. Figure 3.4 shows drawings that illustrate three aspects 

of the optical design. The principal rays that define the detector active area are 

depicted in Figure 3.4(a). The detector is directly exposed to only a portion of 

the back surface of each aperture as shown in Figure 3.4(b). Each aperture is very 
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thin to reduce light scattering from the edges. Light entering at oblique angles, 

Figure 3.4(c), is reflected off the interior walls of the probe that are not viewed by 

the detector. Significant signal contamination is prevented by the large number of 

scattering events from absorptive surfaces required to reach the detector through the 

multiple apertures. 

The probe assembly was accomplished by a sequential procedure of painting and 

aperture bonding for each of four chambers. All interior walls except for the reversed 

conic tip are coated with a black absorptive paint (KRYLON, Ultra Flat Black 1602) 

to effectively dampen light reflected inside the probe. Interior baffle apertures were 

fabricated by attaching small, thin perforated disks of black anodized aluminum on 

either machined ledges in the conical end or on standard aperture holders screwed 

into the barrel. The bonding of baffles and apertures was performed using a two-part 

black epoxy. The specially machined conical end was attached to a standard baffle 

which in turn was attached to the end of the barrel. Finally, the external surface 

was polished and black anodized to provide a specular absorptive surface. 

All apertures were originally made with the same diameter (4 mm). However, 

when the probe was initially assembled, apparent light diffraction was observed by 

looking at a small dark spot in a bright field with the eye in the position of the 

sensor. It was determined that scattering from the edge of the first aperture was 

responsible for the interference pattern. This effect was successfully eliminated by 

slightly increasing the diameter of the first aperture to 4.1 mm. 

3.4    Experimental methods 

In this Section, we describe the experimental methods used to test the perfor- 

mance of the proposed method to measure veiling glare in display devices. Correction 
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factors are introduced by using opaque dark spots, and spots of known luminance 

with negligible veiling glare. The novel method introduced in this work is investigated 

using data taken for a display device with no veiling glare. Finally, the application 

of this method for a monochrome CRT is described. 

3.4.1    Probe response versus spot diameter 

The response characteristics of the probe can be determined by measuring the 

luminous signal from test patterns having an opaque spot which emulated a device 

with no veiling glare. For dark spot diameters smaller than the field of view of the 

probe, the measured luminance is associated with direct light striking the detector. 

For larger diameters, the luminance is caused by scattered light originating in the 

bright regions that enters the probe after multiple reflections. It is this contamination 

in the signal that limits the performance of the method. The amount of signal 

contamination for this probe is a function of both the dark spot radius (rd) and the 

distance between the probe and the emissive surface (d). 

To characterize the performance of the proposed method, veiling glare test pat- 

terns having a 320 mm diameter bright circular field with varying dark spot diame- 

ters were printed on 35x43 cm transparent Estar film with a laser printer (KODAK 

Ektascan, model XLP). The transilluminated patterns do not suffer degradation of 

image quality by veiling glare. Much light scattering occurs in the film emulsion, but 

is locally confined to the thin emulsion containing absorptive grains that modulate 

luminance. The optical density in the dark circles was supplemented with black ab- 

sorptive paper glued to the film back side to obtain negligible transmittance through 

the spot. 

The test patterns were back-illuminated in a dark room with a fluorescent lamp 
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illuminator used for viewing radicgraphic film. The maximum luminance in the 

bright field of the test patterns was about 2,040 cd/m2. Black velvet was used to 

cover the detector assembly to shield the films from reflections coming from objects 

in the room. Measurements were performed for values of rd from 0 to 10 mm, and 

distances d of 2, 10, and 20 mm. A correction factor was then computed as a bi- 

variate function ({rd,d), expressed as a fraction of the bright field intensity. 

The correction factor ( represents the dark signal contamination due to scattered 

light. A corrected veiling glare ratio (G^,.) can then be computed from measured 

values (Gmeas) as follows, 

Gcorr(rd, d) = Gmeas(rd, d)-—  ——— (3.5) 
1 - Q{rd,d)Gmeas{rd,d) 

Using this expression, a criteria for the application of the correction can be estab- 

lished. For example, for a device capable of a contrast ratio of 300, a maximum 

correction of 1% due to light leakage is obtained for £ less than 3.3xl0-5. 

3.4.2    Measurements for a display with no veiling glare 

The same test patterns used in the performance characterization experiment were 

utilized to understand how the proposed method performs when measuring veiling 

glare ratios in a test environment similar to a display device with no glare and low 

luminance. In this case, no additional absorption was employed in the dark target 

resulting in a film transmission of about 0.003. The transmission of the dark spot 

was determined by measuring the relative signal using a bright view-box masked 

with black absorptive paper with a centered hole of about 3 mm in diameter. The 

transmission Td(d) was computed as the ratio of the luminous signal when the hole 

was centered in the dark spot, to the signal for the same test pattern with no dark 

circular spot (i.e., a full bright circular field).   Although the printing parameters 
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were identical, the transmission values for film patterns with different dark spot 

diameter varied due to variations in film development conditions. The luminous 

signal resulting from the transmission through the film was subtracted from the 

measured luminance to estimate the veiling glare (Lg). 

To simulate display devices, the luminance in the bright region of the test patterns 

was reduced to be similar to the luminance found in high performance monitors. A 

film with uniform optical density was placed inside the illuminator between the lamps 

and the diffuser to obtain a bright field luminance of 170 cd/m2. Measurements 

were performed with test patterns having dark spot radii varying from 4 to 80 mm. 

The measurements were intentionally made at distances different than those used to 

measure the light leakage correction (i.e., 5 and 15 mm versus 2, 10, and 20 mm). 

3.4.3    Measurements for a monochrome CRT 

To illustrate the application of the method for devices having veiling glare, mea- 

surements were performed for a monochrome medical imaging CRT (Image Systems, 

24 inches diagonal, model M24L). Test patterns with varying spot diameter were 

displayed as images with 1000x1000 pixels (see Figure 3.1 on page 78). With the 

contrast control set to the maximum level, the monitor brightness control was in- 

creased from the minimum level until the full dark field luminance was greater than 

the value observed with the unit disconnected. The brightness was then slightly 

reduced from this point, and the luminance of a full black field recorded (Ld). The 

veiling glare measurements were made with the entrance of the photopic probe at 

about 1 mm from the surface of the display. The distance d was determined by 

adding the distance between the probe tip to an estimate of the faceplate thickness 

based on laser reflection measurements. The thickness was measured to be 13 mm 
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resulting in a total distance d of 14 mm.  Measurements were performed with test 

patterns of many radii varying from 4 to 160 mm. 

3.5    Results 

In this Section, we present the results obtained for perfectly dark spots, for spots 

with known luminance, and finally, for a medical imaging monochrome CRT. 

3.5.1    Probe response versus spot diameter 

Figure 3.5 depicts the light leakage in test patterns with perfectly black spots 

measured at distances of 2, 10 and 20 mm. The measured data points are expressed 

as a fraction of the measured signal for a uniformly bright field. The recorded mea- 

surements for small radii define the collimated region of direct path light response 

with a width of 10% of the maximum equal to 2.5 to 3.5 mm radius. For values of 

the correction factor ranging from about 3xl0-5 to 10-3, the correction decreases 

exponentially with increasing spot radius. For a distance of 2 mm, the data asymp- 

totically approaches a value of about 3xl0~5. At relative response values of 3xl0-5, 

the noise of the luminance detector measured with the probe aperture blocked was 

less than 10% of the signal (i.e., 1 pA). 

The relative response at large radii represents a correction factor ( that can be 

used to adjust the dark luminance values recorded in actual devices according to 

Equation 3.5. To provide a practical mechanism for computing corrected glare ratios 

{Gcorr), a surface fitting was performed for C(rd, d) for correction factors ranging 

from 3xl0~5 to 10-3. A second degree polynomial expression with cross terms 

was obtained for the logarithmic values of the correction using a least-square fitting 

technique (MAPLE V, Waterloo Maple Inc.). The polynomial expression used for 

computing the correction factor is: log((rd, d) = -0.435 rd + 0.00339 d2 - 0.0778 d - 
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0.0012J rd d2 + 0.0371 rd d - 1.85. 

Figure 3.6 shows the experimental data points for the measured signal contam- 

ination along with the polynomial function Q{rd,d) for the distances d used in the 

experiment. Data is presented for the region of radii and distances where the func- 

tion is defined, namely, 3xl0-5 <rd< 10-3, and 3 mm < d < 10 mm. The results 

predicted using Equation 3.5 agree well with the experimental points. 

3.5.2    Measurements for a display with no veiling glare 

For measurements performed using veiling glare test patterns with known dark 

spot transmission, the measured dark signal (Lmeas) was interpreted as 

Lmeas(rd) = Lg(rd) + [Td(rd) + C(rd, d)]Lb, (3.6) 

where Lg is the contribution associated with veiling glare, and Lb is the luminance 

in the uniform bright field. For an ideal detector (C = 0) and perfectly black targets 

(Td = 0), Lmeas is identical to Lg. In this case, due to negligible veiling glare 

contribution for radiographic film, and a priori knowledge of the values for Td{rd) 

and ((rd, d), Lmeas is expected to be zero and can thus be related to the uncertainty 

introduced by the method in the estimation of G. 

The same relationship described by Equation 3.6 can be expressed in terms of 

veiling glare ratios as, 

^corr vd)        ^meas vd) 

where Gmeas is the measured uncorrected veiling glare ratio. Again, for a perfect 

detector and true black spots, Gmeas is equal to Gcorr. 

Figure 3.7 shows the inverse of the corrected veiling glare ratio, as defined in 

Equation 3.7, for radiographic film at 5 and 15 mm distance between the probe and 
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the film surface. For both distances, l/G is within ± 0.00012 for dark spot radii 

larger than 5 mm. Since these experimental conditions are not expected to have any 

veiling glare, these results represent the measurement error for the method. 

3.5.3    Measurements for a monochrome CRT 

For CRT measurements, an equation similar to Equation 3.7 was used to correct 

for the black luminance: 

^corrVd)        ^measXXd)        ^b 

Figure 3.8 shows the corrected veiling glare ratios for the medical imaging CRT. 

For a radius of 5 mm, Gcorr is equal to 130. The data were numerically differentiated 

according to Equation 3.4. Figure 3.9 shows the computed ring response function 

R(r). At short distances, R(r) has a plateau with magnitude equal to 5xl0-4 mm-1. 

At about a radius of 20 mm, the magnitude drops to about 2xl0~5 mm-1. This value 

remains approximately constant up to the large radius measured for this monitor. A 

small increase in the magnitude of the tail can be observed as the radius increases 

which suggests that P(r) decreases with less than a 1/r dependency (see Equation 3.2 

on page 66). The ring response function may also be influenced by the edges in the 

CRT faceplate that can act as partial reflectors. 

3.6    Discussion 

The human visual system is very effective at observing images having a very 

large luminance range. The perception of brightness is generally understood to be 

logarithmically proportional to luminance [1] and capable of adapting to different 

average luminance in the observed scene [13,14]. Additionally, the human visual 

system performs well when observing the luminance of dark regions surrounded by 
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bright fields. The very low intrinsic veiling glare of the eye is primarily determined 

by the retina which has reduced sensitivity to obliquely incident light associated with 

scattering events in the lens [2,17,18]. A high quality display device thus requires a 

veiling glare ratio of 400 or more for relatively small dark spots [9]. 

We have described an experimental method capable of measuring the large veiling 

glare ratios characteristic of high performance display devices. A luminance probe 

with very low light leakage has been developed for use with this method. Using this 

probe, we have demonstrated that measurements of very low luminance in small dark 

spots can be performed even when the surrounding field is 1,000 times brighter. 

The method described is applicable to very small dark spots. The minimum spot 

diameter that can be measured using this method depends on the distance between 

the entrance aperture of the probe and the emissive surface due to the imperfect 

collimation provided by the design. A good approximation for the minimum spot 

diameter for a given distance d! can be obtained by computing the value of rd for 

which ((rd,d') is equal to 10~3. Minimum dark spot size thus have radii from 3 to 

6 mm for measurement distances from 2 to 20 mm. 

Using a display device with negligible veiling glare, we have shown for the dis- 

tances considered that the uncertainty in the method is below 10-4 for 1/G. The 

method can thus be used for measuring glare ratios up to 103 with an error of less 

than 10%. Furthermore, when this measurement method is applied to construct the 

ring response function associated with veiling glare (as described in Equation 3.4), 

the error introduced by the method is small enough to allow features in R(r) to be 

clearly observed. 

Measurement artifacts caused by multiple scattering in lenses prevents then use 

for measuring veiling glare. Other investigators have used masking techniques (in- 
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eluding flat and conic black masks) to shield the lens and camera from the bright 

regions when performing similar measurements [4,5]. Flat masks perform better 

when placed adjacent to the emissive surface. For CRT devices, cone masks have 

proven useful due to the reflection of light away from the thick faceplate. 

While the probe and method described in this work were developed to measure 

veiling glare from light transport processes, contributions to glare from other sources 

cannot be discriminated. In CRTs, other significant sources are electron backscat- 

tering, and frequency response of the drive amplifier. 
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3.7    Figures 

Figure 3.1: Computer graphic patterns for veiling glare. During the measurements, 
the bright circular field diameter is maintained constant while the dark 
spot diameter is varying from 0 up to the bright field diameter. 
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Figure 3.2: Photopic probe and IL 1700 research radiometer for measurements of 
veiling glare ratio. 
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Figure 3.3: Schematic drawing of photopic probe showing dimensions in cm and the 
relative position of apertures and baffles. 
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(a) (b) 

Figure 3.4: Design drawings for the photopic probe showing aspects of the optical 
design, (a) Principal rays that define the detector direct field of view, (b) 
Baffle positioning and back surfaces viewed by the detector, (c) Scattered 
rays absorbed by multiple reflections in the conic probe. 
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Figure 3.5: Experimentally measured probe response values as a function of the dark 
spot radius for 2, 10, and 20 mm distance between the tip of the probe 
and the emissive surface. The factor is expressed as a fraction of the 
bright region signal. The bright circular region was 320 mm in all cases. 
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Figure 3.6: Experimental data points plotted along with correction function ( curves 
for 2, 10, and 20 mm distance d. The range of values showed represents 
the area where the function C(rd,d) is defined, namely, 3 x 10-5 < r<* < 
1 x 10~3, and 3 mm < d <10 mm. The error bars represent a standard 
deviation of 20 consecutive measurements recorded at each point with 
the radiometer. 
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Figure 3.7: Inverse veiling glare ratios measured for test patterns on radiographic 
film at a distance of 5 and 15 mm distance. The values for \/G were 
computed by subtracting the known Td(rd) and the correction factor 
£ (see Equation 3.7) for each dark spot diameter. Due to the negligible 
veiling glare of radiographic film, the small values of \/G for radii greater 
than 1 cm relate to the error of the method, i.e., ± 0.00012 for 1/G. 
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Figure 3.8: Veiling glare ratio for a medical imaging CRT measured at a distance of 
1 mm from the faceplate surface. 
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Figure 3.9: Ring response function for the medical imaging CRT. The magnitude of 
the tails caused by light transport processes that occur in the display 
emissive structures can be measured using this approach. 
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CHAPTER IV 

VEILING GLARE IN HIGH PERFORMANCE 
CRT MONITORS 

4.1    Introduction 

When radiographic images are displayed using cathode-ray tubes (CRTs), the 

perception of low-contrast clinically relevant details can be hindered by veiling glare. 

The multiple light scattering processes that take place in the emissive structures 

cause low-frequency degradation that can be significant in a low luminance region 

surrounded by bright areas. The effect of veiling glare is therefore determined by the 

luminance distribution of each image scene. 

In this Chapter, we present results on experimental measurements of veiling glare 

for a medical imaging monochrome cathode-ray tube (CRT) of recent design. Exper- 

imental data were obtained before and after application of an anti-reflective coating 

(AR) to the surface of the monitor. We report results using both direct and indirect 

measurements. Direct measurements of the veiling glare point-spread function made 

with a bright spot are difficult to perform due to the luminance difference between 

the central spot and the tails. On the other hand, we will show that indirect mea- 

surements using dark spot of increasing diameter can be performed if light from the 

bright regions does not contaminate the low level signals. Computational predictions 
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of an optical Monte Carlo model are then compared to the experimental results. Fi- 

nally, a discussion on the effect of the AR coating on the luminance spread functions 

based on the comparison of the results for the veiling glare with and without the AR 

plate is presented. 

4.2    Components of veiling glare 

Veiling glare is commonly associated with the multiple light scattering processes 

that take place in the emissive structures of CRT that cause low-frequency degrada- 

tion, most significant in low luminance regions surrounded by bright areas. We have 

already introduced this optical component of veiling glare in Section 1.3.2 on page 8. 

However, other sources of veiling glare (light leakage and electron backscattering) 

are less known, and merit also a detailed description. 

4.2.1    Light diffusion 

To reduce veiling glare, high performance monochrome and color CRTs typically 

have an absorptive faceplate that reduces the brightness. Other approaches that 

have been implemented in color designs include filtered and pigmented phosphor 

grains [4]. All color tubes presently have a black absorptive matrix between phosphor 

dots that leads to improved color purity. The absorption of light by this layer greatly 

contributes to reduce the magnitude of the tails of the luminance spread functions, 

as we will show later in Section 4.5. 

The contribution to veiling glare due to light transport processes within the emis- 

sive structure depends proportionally on the relative location of dark and bright re- 

gions in an image. Therefore, its effect is determined by the luminance distribution 

patterns of each image scene. Conversely, the other two components to glare that 

will be analyzed in this Section, cause a background signal that is approximately 
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uniform throughout the entire display surface. 

4.2.2 Light leakage 

The reflectivity of Al backing films is typically in the order of 90% or greater. 

The transmitted light will scatter off the walls of the bulb, and may eventually come 

back and exit through the faceplate adding a uniform background to the image signal. 

This light leakage has been recognized and used as part of an experimental method to 

determine the Al layer thickness [2], and for adjusting the display curve according to 

illuminance measurements made inside the CRT bulb (implemented by True Image, 

LLC, Webster Groves, MO). 

When the transmitted light intensity through the Al film amounts to 10%, a 

uniform bright field will be contaminated by an additional constant luminance of 

5xl0-4 the bright field intensity*. If a small dark spot is placed in the center of 

an image at a luminance level of 1% of the bright field, its physical contrast will be 

affected by a background signal, decreasing from 99 to 94. 

In addition, the thin aluminum coating that covers the phosphor layer may have 

small cracks or holes that will allow more light generated in the phosphor to escape 

towards the vacuum cell, resulting in further decrease in contrast. 

4.2.3 Electron backscattering 

In addition to an optical component determined primarily by light diffusion and 

leakage, there is a significant component of glare caused by electron backscatter- 

ing. The reduction in contrast due to backscattered electrons has been studied for 

fluorescent screens [5], and for scanning electron microscopes [3]. 

'This figure assumes an absorption of 90% after all scattering events at the walls of the tube. 
Typically, coatings for the inside surfaces of CRT bulbs are carbon-based absorptive materials, 
although metallic coating having Cu and Ag are also used in certain applications. 
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To obtain good color saturation, a shadow mask* is located in front of the screen 

to allow each electron beam to selectively pass through the mask holes and excite 

the corresponding color phosphor. Although the beams are focused and aligned with 

the holes, a fraction of the Gaussian-shaped beam will directly hit the mask. As 

some energetic electrons impinge into the shadow mask or the screen, a fraction 

is backscattered and may eventually hit the phosphor layer at a different location. 

Short-range contrast degradation is originated by electron scattering in the vacuum 

region between the mask and the phosphor screen, while the long-range effect comes 

from backscattering at the mask and at the inner magnetic shield and funnel of the 

glass bulb [1]. 

The backscattered fraction depends on the effective atomic number of the coat- 

ing, and therefore can be reduced by using low-Z materials such as graphite [8], or 

AI2O3 [9]. The amount of contrast reduction from backscattering is directly pro- 

portional to the primary beam intensity. It has been reported that the fraction of 

contrast loss due to electronic backscattering in color tubes can be as much as 98% 

of the total glare degradation [1]. Reduction by a factor of about 10 in the contrast 

ratio of 10x10 cm black squares was achieved by careful selection of coating material 

and thickness (G. C. de Vries, Philips Display Components Lab, Eindhoven, oral 

communication, 1998). The absence of a shadow mask in monochrome tubes results 

in a lower backscattered fraction since all the electrons hit the Al conductive coating 

and phosphor layer. 

^The aperture grille used with in-HiK electron guns, introduced in 1988, represents another 
approach employed for color selection. The transmissivity of the beam is 15 to 50% greater compared 
to shadow mask designs. 
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4.2.4    Monte Carlo analysis of electron backscattering in monochrome 
CRTs 

To evaluate the magnitude of the backscatter component for monochrome tubes, 

calculations were performed with a Monte Carlo radiation transport code, SKEP- 

TIC [10], that specifically models each electron interaction rather than using contin- 

uous slowing down approximations. The geometry of the monitor was described in 

three dimensions by a 40 cm cube representing the vacuum tube. The internal walls 

of the box were coated with a material commonly encountered inside CRT bulbs with 

an average elemental composition obtained from CRT coating manufacturers. The 

electrons that are backscattered into the vacuum region are not accelerated because 

all of the electron energy is gained close to the cathode. 

To determine the variability between the different coatings used by CRT manufac- 

turers, we computed the backscattering fraction using SKEPTIC for 7 coatings hav- 

ing different elemental compositions (Cl-001, Cl-002, Cl-004 from Acheson Colloids 

Company, Port Huron, MI, and g972, g984, g985, g9001 from Thompson Consumer 

Electronics, Lancaster, PA). All conductive coatings were composed from graphite, 

metallic oxides, and sodium silicates in different proportions. The results showed 

that the backscattered fraction was always within 0.15 and 0.18 in the energy range 

between 5 to 35 keV. 

The emissive structure was described as a 5 /xm ZnO phosphor layer over-coated 

with an Al backing. The phosphor layer was partitioned in 11 elements of full length, 

10 of which had a constant thickness of 3.999 cm, and a central element having a 

thickness of 0.005 cm, to accommodate the incoming electron beam. A normally 

incident electron beam was used entering the box through a small hole in the back 

face, and impinging into the emissive structure at the center of the front face. 
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The distribution of deposited energy accumulated In each element of the phosphor 

layer was then related to the primary incident energy deposited in the central element 

accumulated from all histories. The results of this energy deposition scheme are 

directly related to the point-spread function of the input electron beam (equivalent 

to V{, defined in page 52). The energy deposited in the phosphor layer by the back- 

scattered electrons is related to the energy deposited in the thin central strip by the 

primary beam. In this case, we assume that the luminance generated is proportional 

to the deposited energy in the phosphor*. 

Using a 30 keV mono-energetic beam, we found that the response tails is ap- 

proximately constant upon the entire phosphor layer, with a magnitude of about 

4xl0~2 cd/m2/cd for a 0.5 //m Al film. Since the energy of a multiply backscattered 

electron is significantly lower than the primary energy, we confirmed that the glare 

component is sensitive to the Al thickness. The magnitude of the spread function 

decreased to lxlO-2 cd/m2/cd for a 1 /um Al thickness, and to 4xl0~3 cd/m2/cd 

for a 2 /im Al thickness. For a 0.1 m2 display area at 100 nit having a 0.5 ßm Al 

film, a small black spot will have a luminance of 0.4 nit, resulting in a glare ratio G 

of 250. 

4.3    Methods 

In this work, we experimentally measured the veiling glare for two 1600x1280 

resolvable pixels DS2000 monochrome CRT monitors manufactured by Clinton Elec- 

tronics Corporation, Rockford, IlA All the measurements performed for this CRTs 

*This assumption is reasonable for cathodoluminescent phosphors under typical electron bom- 
bardment regimes, but may not be acceptable for other processes that rely on ionizing radiation to 
produce luminescence [6,7]. 

§The monitors were kindly provided by Ken Compton from Clinton Electronics Corporation, 
Rockford, IL. 
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were carried out in collaboration with Ed Muka, at the Electronic Radiology Lab, 

Mallinckrodt Institute of Radiology, St. Louis, MO. Software required for the mon- 

itor set up was installed by Tom Monsees, True Image, LLC, Webster Groves, MO. 

This 20 inches diagonal model has a display area of 362x272 mm and a flat profile 

with 110° deflection angle. The nominal brightness of 100 ftL is obtained with a P104 

phosphor. A drawing showing the key elements of the emissive structure is presented 

in Figure 4.1. A glass faceplate 13 mm thick with 42% transmission and index of 

refraction equal to 1.525 constitutes the support for a 10-20 /im thick phosphor layer 

coated with a thin reflective Al film (90% reflection). After the measurements were 

carried out without the AR coating, an AR panel consisting of a 3.2 mm thick sheet 

of glass having 92% transmittance was glued onto the faceplate with a polyester 

laminating resin. The adhesive layer has a thickness of about 2.0-2.5 mm with no 

significant light absorption. The index of refraction of the resin and AR glass plate 

were considered similar to the index for the faceplate. The AR panel is coated with 

a multi-layer (5-7 layers) thin film structure with MgF2 and ITO as the conductive 

layer. According to the manufacturer (OCLI, Santa Rosa, CA), the absorption of 

the coating is less than 1% for 550 nm light, and the reflectivity is below 0.1% in the 

visible range. 

4.3.1    Optical Monte Carlo simulations 

Computational predictions of the veiling glare spread functions for the monochrome 

medical imaging CRT were obtained using DETECT-II, a computational tool for the 

simulation of light transport processes in emissive structures using Monte Carlo tech- 

niques (see Chapter II). This program computes the response function of emissive 

display devices by modeling light scattering through 3-dimensional objects. Rough 
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surfaces and anti-reflection (AR) coatings can be described using DETECT-II, for a 

complete model of the emissive structures considered in this work. 

4.3.1.1 Model of the emissive structure 

The geometric model employed for the simulation is based on the technical data 

provided by the manufacturer. A cross-section of the emissive structure is shown 

in Figure 4.1. The linear absorption coefficients were computed according to the 

information on light transmission, resulting in 0.536 cm-1 for the faceplate, and 

0.263 cm-1 for the AR glass plate. The thin film is modeled as a single-layer coating 

with optimized thickness (169 nm for 550 nm photon wavelength), and index of 

refraction equal to 1.23. 

All simulations for the CRT monitors described in this Chapter were performed 

using a monoenergetic light source with a wavelength of 550 nm. This photon energy 

located in the center of the visible range corresponds to the maximum photopic 

response of the human eye. For monochrome display devices, this approximation 

is considered good. Experimentally, the observation of glare effects in such devices 

does not demonstrate any color shifts. 

4.3.1.2 The discrete ring response function 

An important aspect of the simulation is the manner in which the results from 

the Monte Carlo binning are associated with the experimentally measured values. In 

this section, we review aspects of the veiling glare model described in Chapter III 

and to relate the experimental ring response function R{r) to the discrete Monte 

Carlo estimate nt. For a point source of unit strength (1 cd of light), the Nt photon 

histories that emerge within a given solid angle ft are binned into radial bins i of 

constant thickness Ar. We can express the normalized discrete point-spread function 
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V as 

Vi = —  , (4.1) 1     Nt2nnAr 

where Nt is the total number of histories. The units of Vi are photons/sr/m2 per 

photons, which is interpreted as proportional to cd/m2 per cd, or, 1/m2. 

Similar to Equation 3.2, the point-spread function Vi is converted to a ring re- 

sponse function by summing over all angles (which is already done because of the 

radial bins) and accounting for the ring thickness Ar, as follows 

NtAr 

The units of Hi are the units of ^, usually 1/mm. Equation 4.2 represents the Monte 

Carlo estimate of the ring response function and can be related to the measurements 

of veiling glare using the test patterns described in Chapter III. 

4.3.2    Experimental measurements 

Measurements of veiling glare were performed using direct and indirect methods. 

The measurements were performed in the monitors (two of them) before an AR panel 

with AR coating was glued to the faceplate. After the first set of measurements 

(without the AR), the monitors were sent to the manufacturer, and were return to 

the lab with the AR coatings. This particular model is commercially available with 

the AR plate. 

4.3.2.1    Bright spot measurements with CCD 

Direct measurements of a bright spot were performed at the Electronic Radiology 

Laboratory ^ using a 1024x1024 CCD. The bright spot was realized by disabling the 

electron beam sweep and directing the static beam to the center of the display area. 

^The bright spot measurements with the CCD were performed by Ed Muka at the Electronic 
Radiology Lab, Mallinckrodt Institute of Radiology, St. Louis, MO. 
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In order to reduce the contamination of the low luminance regions by the bright 

spot, a black patch was placed between the spot and the camera lens. The patch 

was made with black paper and positioned with a thin black wire at about 10 mm 

from the display surface. 

The images recorded with and without the AR plate were analyzed to extract 

information on the profile of the point-spread functions. Image values were projected 

into radial 1-dimensional profiles, by adding the pixel numbers at each radial location, 

and then dividing by the numbers of pixels that contributed to each radial bin. The 

data were then corrected for dark current by subtracting 320 counts to each radial 

bin average. 

4.3.2.2    Dark spot measurements 

Luminance measurements of dark spots of varying size were carried out using 

the luminance probe and test patterns described in Chapter III. The data was 

analyzed to obtain the ring response function Tl(r), using the techniques described 

in Chapter III (see page 66). A summary of the different steps involved in the 

data analysis is presented next. Data corresponding to each dark spot diameter was 

recorded and corrected for the instrument dark current. The baseline luminance 

correction was obtained by measuring the luminance at the center of the display 

device with a full field dark image. For these measurements, the brightness and 

contrast settings of the two units were adjusted to generate about the same maximum 

and minimum brightness. The results were then corrected using the correction factor 

C(rd, d) for the appropriate radius of the dark spot (rd), and the distance d between 

the probe tip and the display surface'1. Finally, the difference between the values for 

2 consecutive dark spot radius was divided by the difference in radius to yield the 

'Isee Equation 3.5 on page 71. 
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ring response function H(r). 

4.4    Results 

Figure 4.2 shows the Monte Carlo computed ring response functions for the med- 

ical imaging CRT. Without an AR panel, the veiling glare spread function presents 

a single peak at about 23 mm radius at a magnitude of about 0.001. In the case 

of the AR coated panel, the prediction indicates the presence of several peaks with 

decreasing amplitude at larger radii. 

The images of the bright spot recorded with the CCD camera are shown in 

Figure 4.5. In spite of being thin and black, the support wire can be clearly seen 

in both images. The textured background observed is associated mostly with the 

roughness of the glass faceplate, and with the nature of the phosphor layer. The 

attempt to extract the information on the spread function profiles yielded the data 

plotted in Figure 4.6. Although much noise is present, the peaks at 22 and 33 mm 

are still noticeable. 

The ring response functions from the dark spot measurements performed before 

and after the addition of the AR panel are presented in Figure 4.7. The profiles 

for both monitor units without the AR panel show a marked peak at about 20 mm 

with an amplitude of 3xl0~3, while the results for the AR case present a significant 

peak at 32 mm with a magnitude of about lxlO-4. For each unit and both cases, 

the magnitude of the tails of the dark spot ring response function slightly increase 

for larger radii. Without an AR surface, the glare ratio for a 1 cm diameter dark 

spot was measured to be 138. With an AR surface, the glare ratio for a 1 cm dark 

spot was 241 due in part to additional glass absorption. While primarily designed to 

decrease specular reflections, AR coatings also reduce the veiling glare of an emissive 
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display by reducing the amount of light internally reflected at the faceplate surface. 

4.5    Discussion 

Both experimental techniques used in this work have confirmed the general profile 

of the ring response function associated with veiling glare. However, results from the 

direct measurements do not provide information on the relative magnitude of the 

response function tails. The position and shape of the functions appear more clearly 

delineated in the results presented with the indirect measurement method. 

The profiles shown in Figure 4.7 from the indirect method agree reasonably well 

with the predictions of the Monte Carlo model. For the monitor without an AR plate, 

both the position and magnitude of the peak are consistent. This peak is associated 

with photons that are reflected once at the front surface with an incident angle close 

to the total internal reflection angle, and emerge after reflecting at the phosphor 

or Al layer. The shape of the peak is directly related to the dispersion in angles 

that occur at the phosphor layer, where photons are reflected with a Lambertian 

angular distribution and transmitted through a rough surface into the glass. We 

infer that the more rounded tip of the peak seen in the experimental data is caused 

by a broader angular distribution function at the phosphor-glass boundary. This can 

be due either to a rougher surface between the phosphor and the faceplate**, or to a 

more broad angular output from the phosphor layer than defined by the Lambertian 

distribution function. 

In the case of the monitor with an AR plate, the location of the main peak 

is displaced to a larger radius due to the increase in faceplate thickness from the 

glass plate laminated with the AR films. Although the location and magnitude of 

"The roughness used for the simulations is defined by the maximum tilting angle in the rough 
surface description (see page 44). The description does not allow for large tilting angles. 
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the peak is consistent with the Monte Carlo predictions, the presence of markedly 

defined multiple peaks in the simulation results does not agree with the measured 

data. The simplistic description of the AR coating as a single-layer structure could 

be responsible for the multiple peaks and valleys that would be associated with the 

periodic response characteristics of a single dielectric thin layer. More accurate de- 

scription for the AR coating may be needed to provide complete agreement between 

the predictions of the model and the measurement results. Improvements should 

reflect the structure of current AR coatings including the multiple thin film stack 

and protective layers. The pattern observed for the structures with thin film coating 

could be related to the fact that all Monte Carlo simulations were performed with 

a monoenergetic source of light. Instead, sampling photons having a distribution in 

wavelengths representative of the emission spectra of CRT phosphors with correc- 

tions for photopic response might lead to better agreement between the Monte Carlo 

predictions and the experimental results. 

Another mismatch between the predictions of the Monte Carlo model and the 

experimental data observed with and without the AR panel, is the response at large 

radii. The simulation results show that the magnitude of the tails decrease to small 

numbers at radius of about 140 mm. However, the experimental data in Figure 4.7 

suggest that the magnitude of the veiling glare remains approximately constant at 

large radii. This observation can be explained if other sources of veiling glare (dis- 

cussed in Section 4.2 on page 87) are considered. The magnitude of the contributions 

from light leakage through the Al layer, and from electron backscatter are theoret- 

ically proportional to the area of the bright field. At larger radii, the area of a 

thin ring at high luminance will increase with its radius. Such interpretation might 

explain why the experimentally determined ring response function has a slightly in- 
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creasing long tail, even though this is not seen in the optical Monte Carlo results 

that account for only the light diffusion component. 

The Monte Carlo simulation code was used to predict the changes in the veiling 

glare of modified emissive structures. Figure 4.3 confirms that clear glass faceplate 

have much worse performance than designs with absorptive glass, with tails that 

extend at a magnitude of about 0.01 throughout the display area. The addition of a 

black matrix further reduces the magnitude of the tails. 

Figure 4.4 shows the effect of the AR coating. The profile observed for the 

monitor with AR plate and coating can also be compared with the same model but 

without the coating. The displacement of the peak to a large radius is seen when 

the model includes the AR plate without any thin film coating. The results suggest 

that the AR coating is responsible for a reduction in the amount of light intensity 

that originates the prominent peak. 
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4.6    Figures 

Anti-reflective (AR) coating 

AR glass plate (4 nun thick, 92% T) 

Adhesive layer 

Faceplate glass (13 mm thick, 48% T) 

■uaniBBnnBn 
Phosphor/binder layer (99% diffuser) 

Figure 4.1: Model of the emissive structure for the CRT monitor simulated in this 
work. 
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Figure 4.2: Monte   Carlo   predictions   of  the   ring   response   functions   for   the 
monochrome CRT with and without the AR panel and AR coating. 
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Figure 4.3: Monte Carlo predictions of the ring response functions for the 
monochrome CRT: effect of light absorption in the faceplate and in the 
black matrix. 
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Figure 4.4: Monte   Carlo   predictions   of the   ring   response   functions   for   the 
monochrome CRT: effect of AR coating and absorption in the AR plate. 

(a) Without the AR plate. (b) With the AR plate. 

Figure 4.5: Bright spot CCD images for the monochrome CRT monitor used in this 
work. The first peak (seen in both images) is associated with the first 
total internal reflection scattering events. The increase in the radius of 
the first peak circle from about 45.6 to 65.4 mm can be related to the 
increase in the front glass thickness. 
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Figure 4.6: Radial profiles for the CCD camera images of the bright spot. In spite of 
the noise, peaks are noticeable at 46 and 65 mm. The grainy appearance 
of the surface is related to the glass roughness and to the phosphor layer 
structure. 
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Figure 4.7: Experimental ring response functions measured with the methods de- 
scribed in Chapter III. Two monitors (A and B) were measured with 
and without the AR panel. 
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CHAPTER V 

AMBIENT LIGHT REFLECTION IN DISPLAY 
DEVICES 

5.1    Introduction 

Due to the nature of CRT emissive structures, a large fraction of the light that 

illuminates the device is reflected either at the first surface or after multiple internal 

scattering. A front rough surface cannot be used because it will introduce image 

blur due to the thick glass faceplate. Light that enters the faceplate and strikes 

the phosphor layer encounters a structure which by design is highly reflective. The 

phosphor structure consists of small grains in a binder with a reflective backing. 

Similar to radiographic screens, this structure is designed for good light emission with 

little self-absorption. Therefore, monochrome CRT devices used for high resolution 

radiographic display typically have poor performance with respect to both specular 

and diffuse reflection of ambient light. This has forced the use of very dark rooms for 

diagnostic interpretation, and has severely handicapped the deployment of electronic 

imaging systems in patient care areas. 

To dampen specular reflections, anti-reflective (AR) structures are used that con- 

sist of several thin film layers designed to reduce the reflectance of the front surface 

by increasing the light transmission into the faceplate [12]. Normally, AR coatings 

105 



106 

will also include a conductive layer that dissipates the staue charge generated at 

the front surface and helps maintain a dust free surface [10]. The reflections from 

AR coatings can have a color shift when illuminated with a broad spectrum light 

source because of the wavelength dependency of the thin film response [4]. However, 

by decreasing the reflection of incident light, AR coatings may increase diffuse re- 

flections since more light enters the faceplate. The effectiveness of AR coatings is 

then associated with a compromise between the specular and diffuse components of 

ambient light reflection. 

To reduce diffuse reflectance, CRTs may have an absorptive faceplate which at- 

tenuates light that scatters several times in the glass. For a faceplate with a trans- 

mittance of 50%, the diffuse reflections will be reduced by at least 25%, since the 

reflected light will travel through the glass twice. More reduction is typically found 

because of the oblique directions that the reflected light may travel and because 

of multiple internal scattering. However, this reduction comes at the expense of a 

decrease in display brightness of 50%. In color monitors, the black matrix material 

that is between phosphor dots is of considerable benefit in absorbing incident light 

without reducing brightness. In this sense, the design of color monitors is advan- 

tageous from the standpoint of both veiling glare and ambient reflection. However, 

black matrix phosphor technologies have not been used to date with high brightness 

monochrome phosphors. 

Ideally, a display device will have a design that specifically absorbs ambient light. 

New flat panel display devices offer opportunities for the absorption of ambient light 

that are not possible with CRTs. Active-matrix liquid crystal display devices are 

being built with designs that optimize the absorption of ambient light for use in 

sunlit environments such as for avionic applications [5].  New devices may be able 
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to achieve better ambient light reflection performance than now experienced with 

radiographic films. 

In this Chapter, specular and diffuse components of ambient light reflection from 

display devices are evaluated with respect to their physics and their effect on image 

quality is examined. Secondly, experimental methods for display reflectance measure- 

ments are introduced. Using a light transport simulation code (DETECT-II), com- 

putational predictions are then compared with experimental results, and improved 

design approaches are evaluated for better performance. Finally, the significance and 

effect of display reflectance on image quality are addressed with emphasis on defining 

device requirements based on observer performance. 

5.2    Characterization of display reflections 

The reflectance of display devices can be characterized by separate components 

involving specular and diffuse light scattering.   Both components have markedly 

distinct effect on image quality, and require different experimental measurement 

methods. 

5.2.1    Specular reflection 

Specular reflections produce distinct virtual images at the display surface that 

mirror luminous objects in the room. The reflected luminance Ls{9) can be related 

to the source luminance Ls(9) by 

Rs(9) = Ls(9)/Ls(9) , 

where 9 is the incident angle, and Rs is the dimensionless specular reflection coeffi- 

cient. Specular reflections can severely degrade image quality in specific regions by 

adding interfering structured signal to the image content and by causing localized 
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regions of contrast reduction. 

5.2.2    Diffuse reflection 

Ambient illumination of the display surface will also produce diffuse reflections 

with no detail and similar intensity over the entire screen. Typically, light photons 

will strike the display surface and emerge with a broad angular distribution due 

to surface roughness and multiple scattering processes. Diffuse reflections can be 

characterized by a coefficient defined as 

RD{0U<t>ue0, (j>0) = LD{60,<fi0)/I(6i, fa) , (5.1) 

where LD{0O, fa) is the diffusely reflected luminance measured at an angle (60, fa) 

from the surface normal, and l(0i,<f>i) is the illuminance at the surface from light 

incident at an angle (0j, fa). Because of the units associated with measures of lumi- 

nance (nit) and illuminance (lux), Rp has units of 1/sr. For an ideal Lambertian 

reflector, Lr> is independent of angle and the reflection coefficient is only a function of 

the illumination angle, Rüißi, fa)- If the illumination of the surface is from many di- 

rections, as is the case in a room, the illuminance will have differential contributions 

from different directions such that 

/= /     /   I(9i,fa)d9idfa, (5.2) 
JO    Jo 

where I(6i,fa)d9idfa is the differential illuminance averaged over all angles.   The 

diffuse reflection coefficient that is specific to a particular lighting condition can be 

defined as 

RD(0O) = LD(60)/I, 

where RD(90) is a weighted average that depends on the angular distribution of 

illumination. 
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5.3    Experimental methods 

Methods for measuring reflection coefficients have been the focus of recent ef- 

forts [2,6,8,9]. While test methods have been proposed as part of an international 

standard [1], the defined experimental techniques are deficient with respect to re- 

peatability and reliability due to variations in instrumentation response and light 

source geometry [13]. Moreover, Kelley [7] and Becker [2] have recently suggested 

that for FPD devices, difficulties can arise when reflections fall in the intermediate 

regime between specular and diffuse. They propose using the bi-directional reflec- 

tion distribution function (BRDF) to fully describe the performance in any ambient 

lighting condition (similar to Equation 5.1). The BRDF is the luminance reflected 

from a display at all angles for a given illumination condition, and is a function of 

both source direction and type, and of the observer direction. 

We have used an application oriented method to experimentally evaluate diffuse 

and specular reflection coefficients from devices that are representative of the current 

state-of-the-art in displays for medical imaging purposes (manufactured by Clinton 

Electronics Corp., Siemens AG, Image Systems Corp., and Data Ray Corp.), along 

with a color monitor (manufactured by Hitachi Ltd.). We also included measure- 

ments for radiographic film (Eastman Kodak, Ekstascan HNC) and for AMLCDs of 

current design (manufactured by Hosiden Corp., and Optical Imaging Systems Inc.). 

5.3.1    Specular reflection 

For measurement of specular reflection, a small uniform source of light can be 

used to create a specularly reflected image on an otherwise black display surface 

located in a dark room. To minimize the diffuse component, the area of the light 

source should be as small as possible.   We have used a small spot lamp with a 
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diffuse white luminous area of about 5.7 cm diameter (see Figure 5.1 on page 119). 

Using a spot photometer, the luminance of the reflected imaged is then related to 

the luminance of the light source when directly viewed. We have used a MINOLTA 

LSI 10 spot photometer which measures luminance in a 1/3 degree spot. Typical 

values for the reflection angles include 15° and 30°, at distances ranging from 50 to 

100 cm. Since most displays are viewed from a direction near the surface normal, we 

have made measurements with the light source and the spot photometer at 75 cm 

from the center of the display and 15° from the surface normal. 

5.3.2    Diffuse reflection 

The diffuse reflection from display devices is measured by illuminating the display 

device in an off condition with a diffuse source*. Others have used various lamps at 

different positions in a dark room [1,13]. Inconsistent results can be caused in part 

by variations in illumination that come from the walls, objects, and persons in the 

room. 

To establish consistent illumination conditions, we have used a reproducible, 

portable device consisting of a 40 x 40 x 40 cm box with white reflective sides and 

two 9 W fluorescent lamps located at the back corners. Illuminance is measured with 

a small illuminance probe placed on the surface of the display (International Light, 

Inc., IL 1400). Luminance in a normal direction with respect to the display surface 

is then measured through a hole in the back of the box with a spot photometer. The 

absence of specular reflections is confirmed by the dark circle that appears in the 

display surface when viewing through the back aperture (see Figure 5.2 on page 119). 

The white box, showed in Figure 5.3 on page 120, creates in effect a reproducible 

*For devices that rely on changes in transmission to modulate the luminance of the scene (i.e., 
transilluminated film, liquid crystal displays), measurements of diffuse reflections with fields at 
different luminance levels are required. 
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white room that can be taken to different locations for comparison measurements, 

providing an angular distribution of illumination representative of that found in 

patient care areas. 

The measured luminance per illuminance is then reported as lumens/sr/m2 (i.e., 

cd/m2 or nit) per lumens/m2 (i.e. lux) which has units of 1/sr. More conveniently, 

the diffuse reflection coefficient RD is expressed in units of luminance per illuminance, 

since these can be directly associated to visual effects. 

As discussed previously, the diffuse reflection coefficient is specific to the angu- 

lar distribution of illumination associated with particular measurement conditions. 

When using the experimental technique described in this work, the obtained result 

corresponds to 

RD(0) = MO)// 

with / being the total illuminance at the display surface. The illuminance probe 

used records incident light with a broad angular response (International Light Inc., 

model SCL110). 

When measuring reflections from radiographic film, attention must be given to the 

optical density values in the image since they affect the light diffusion characteristics 

of the device. For this reason, reflection measurements were taken with 3 films having 

different optical density values. The difference is associated in part with ambient 

light which is transmitted to the view box and reflected back. This dependence of 

the reflection coefficients with the image luminance pattern is not observed in CRTs, 

where measurements are performed with the display turned off. 
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5.4 Experimental results 

In Section 5.3, practical experimental techniques to measure specular and diffuse 

reflection coefficients have been delineated. Next, we report experimental results 

for several high performance display devices including film, monochrome and color 

CRTs, and AMLCDs. The results are compared with data obtained for transillumi- 

nated radiographic film using the same experimental techniques. 

Table 5.1 reports the results on diffuse and specular coefficients for all display 

devices studied in this work. The specular reflection coefficient was measured to 

vary in a range from 0.0019 to 0.042. The coefficients measured for the monitors 

without AR coating are consistent with the value computed according to Fresnel 

equations for a glass-air optical boundary (0.04). Devices with AR coating have a 

smaller specular reflection coefficient. Among them, the lower Rs was measured for 

monitors having the most advanced AR coating designs. The specular coefficient for 

devices with AR coatings are all smaller than for radiographic film. 

The measured values for the diffuse reflection coefficients all fall within a smaller 

range (0.018 - 0.064 nits/lux) with the exception of an AMLCD designed for avionic 

applications. This measurement proves that low diffuse reflection coefficients can be 

achieved with advanced optical design. Although the values of RD for all the other 

devices (including radiographic film) are comparable, the effects on image quality 

will be more significant in those devices with low luminance, as we will discuss later 

in Section 5.6. 

5.5 Monte Carlo simulation of ambient reflections in CRTs 

Calculation of the specular reflection coefficient can be performed analytically 

using Fresnel formulations (see Section 2.2.1 on page 38).   For a change in index 
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of refraction change of 1.5 at optical frequencies, the reflection coefficient remains 

approximately 0.04 for angles of incidence less than 40ot, and can be very small for 

a single thin film layer with optimized thickness and index of refraction. In the case 

of diffuse reflections, the Monte Carlo simulation code DETECT-II can be used to 

model reflections from devices with different emissive structure designs, as it has 

been done for predictions of veiling glare calculations in Chapter IV. 

For the simulation of diffuse ambient light reflections, we use the same model 

(DS2000 from Clinton Electronics Corp., Rockford, IL) of CRT emissive structures 

as described in Chapter IV (see Figure 5.4 on page 121). A planar light source with 

isotropic emission is located outside the emissive structure. The distributed source 

causes an illumination into the display surface that has no preferred direction and 

constant intensity throughout the entire faceplate. Photons that are emitted with 

normal direction relative to the display surface within a very small solid angle, and 

from a small region in the center of the display are counted. The ratio between 

the counted and incident photons divided by the solid angle of acceptance can be 

associated with the diffuse reflection coefficient expressed as 1/sr. 

Table 5.2 shows the computed diffuse reflection coefficients for CRTs having differ- 

ent emissive structure designs using DETECT-II. Results are presented for 6 designs 

that include a model of an actual display device for which experimental measure- 

ments are reported later. The results show that devices with clear faceplates have 

very high diffuse reflection coefficients (case A against B in Table 5.2). It can be 

seen that the presence of an AR coating slightly increases RQ by about 10% (case 

C against B). However, when the coating is applied with a glass plate having 92% 

transmission, the diffuse reflection coefficient decreases about 38% (case D against 

^This value for the specular reflection coefficient is typical of display devices with a glass face- 
plate. 
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B). The use of a black matrix design with the configuration of case D causes a 

reduction in RD of 55% (case F against D). 

A notable aspect of the Monte Carlo results is the agreement between the pre- 

dictions of the model and the experimentally measured diffuse reflection coefficient 

for the CRT monitor studied as part of Chapter IV. For both cases, Rr> was found 

to be 0.018 nits/lux. 

5.6    Requirements for ambient light reflections 

At high luminance, a function that maps an image value to brightness such that 

the logarithm of the luminance is linearly proportional to the image value will produce 

a uniform perception of contrast at all brightness levels. This occurs because the 

human vision system perceives contrast as a relative change in luminance (AL/L) 

for sufficiently bright scenes. However, for many display systems, the dark regions of 

the scene occur at such a low luminance level that the contrast response of the human 

observer is poor [11]. To compensate for this, the relative contrast (AL/L) at low 

luminance can be increased relative to that at high luminance. An industry standard 

display curve that maps image values to luminance can be used to obtain a uniform 

perception of brightness in both dark and bright regions of an image [3,14]. This 

relationship is shown in Figure 5.6 where it can be seen that the slope of the curve 

relating log-luminance to image value is greater at low luminance. This standard 

display curve is based on psycho-visual models of experiments that measure the 

threshold contrast of a small test pattern on a uniform background to establish the 

contrast for which the test pattern can just be detected. The luminance difference 

associated with this contrast threshold is often referred to as the just noticeable 

difference (JND) in luminance and the standard display curve is often plotted in 
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units of JNDs which are taken to be proportional to display values. 

Many systems will calibrate the display device luminance response curve such that 

it follows the display standard curve based on measurements made with or without 

no ambient illumination. In general, the diffuse reflectance should not significantly 

change this display curve, and specular reflections of illuminated objects should have 

contrast below the visual threshold. 

5.6.1    Specular reflection requirements for high fidelity 

The image quality degradation associated with specular reflections are notably 

different than those associated with diffuse reflection or veiling glare. While similar 

contrast reduction occurs where specular reflections contribute to display luminance, 

the detailed patterns of the specular reflection are more problematic. The specific 

pattern of a reflection may overlay complex structures in the image scene and reduce 

the conspicuity of diagnostic features. Additionally, there is a belief that the presence 

of these added features in the image, and the human observers need to separate 

reflection artifacts from image information, contributes to visual fatigue. 

Assuming that it is possible to eliminate specular reflections from light directly 

coming from lighting fixtures in the room by correct placement of the monitors, 

we can define a criteria for determining the maximum permissible specular reflection 

coefficient for high fidelity displays. By maintaining the specular reflections in a dark 

region having a luminance Lmin of the scene below the visual contrast threshold 

Ct(Lmin), we can compute the required Rs for a given illuminance J, using the 

following expression: 

s 0.9/ V     ' 

Table 5.3 shows the maximum Rs required for specular reflections from white 
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objects not to be detected, at different illuminations. The results suggest that for a 

typical illumination of 100 lux, display devices having 400 nit maximum luminance 

will require a specular reflection coefficient Rs less than 0.002. The data in Table 5.3 

also demonstrate that higher Rs can be tolerated in high brightness display devices. 

5.6.2    Diffuse reflection requirements for high fidelity 

To illustrate the effect of diffuse reflections on image quality, we have plotted 

the expected curve when a background luminance of 1, 4, or 10 cd/m2 is added to 

the normal display luminance (see Figure 5.6 on page 122). For the monochrome 

monitor tested for this work with a diffuse reflection coefficient of about 0.06, an 

added luminance of 6 cd/m2 results from an illuminance of 100 lux which is typical 

of common office lighting. The significant reduction in the slope of the curves for 

low image values, which are at a luminance of 1 cd/m2 for the monochrome monitor, 

is associated with a significant reduction in the perceived contrast. 

Ideally, the added luminance should not be greater than 25% of the minimum 

luminance of the display device. For example, a display with a luminance range 

from 3 to 300 cd/m2 could be used in a room with 100 lux ambient illumination if 

RD < 0.006 nit/lux. For film viewed in a luminance range from 20 to 2,000 cd/m2, no 

significant degradation occurs if RD < 0.04 nit/lux. In the case of diffuse reflections, 

the effect on image quality can be compensated by correcting the display calibration 

curve with measurements of the ambient illuminance in the faceplate of the device. 

For establishing a requirement for diffuse reflectance, it is useful to relate the 

unstructured background luminance and the reduction in contrast at low luminance 

with the relative change in contrast resulting from ambient illumination. Setting the 

maximum allowed relative change to 25%, we can construct a similar table to express 
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the required RD for a given room illuminance /, that ensures this condition. 

Table 5.4 presents the required RD for display devices used in ambient illumina- 

tions /, computed with the following expression: 

RD=
IjfL. (5-4) 

For a room with a typical office lighting illumination of 100 lux, high performance 

displays having a luminance range of 4-400 nit will require a diffuse reflection coef- 

ficient smaller than 0.01 nit/lux. For very bright devices having this value for the 

reflection coefficient, an illuminance of 500 lux will not significantly degrade image 

quality. 

5.7    Conclusions 

In the previous Section, we have defined the display requirements with respect 

to specular and diffuse reflectance for high fidelity applications. Before that, we 

reported in Section 5.4, measured values for the specular and diffuse reflection coef- 

ficients of display devices used in diagnostic imaging applications. 

As can be seen from the data presented in this work, none of the devices included 

in this study meet the requirements for high fidelity (see also Table 1.2) due to the 

low minimum luminance. However, a device with advanced AR coating can achieve 

good performance with respect to specular reflections of ambient light (Rs = 0.004) 

if its maximum brightness is about 300 cd/m2. If the same maximum luminance 

is obtained for CRT designs with absorptive faceplate and AR coating, acceptable 

diffuse reflectance (RD = 0.02 nit/lux) can still be achieved. 

The reflectance of radiographic films is commonly believed to be modest due to 

absorption by the blackened grains in the emulsion layer. While diagnostic interpre- 

tations are performed in rooms with specially arranged dim lighting, radiographic 
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film can still be viewed relatively well in bright rooms as is often required in areas of 

patient care such as the emergency room. However, we have showed that the reflec- 

tion coefficients Rs and RD for current electronic display devices can be measured 

to be lower than the values for radiographic film. As we discussed in this Chapter, 

the requirements on display reilectance are intimately associated with the maximum 

and minimum luminance of the device. Therefore, specifications on requirements for 

display reflectance need to be always related to the brightness of the device. This in- 

terplay, present between other display specifications as well, is crucial when defining 

overall display quality. 
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5.8    Figures 

Figure 5.1: Small spot light source for specular reflections. The diameter of the light 
fixture is about 5 cm. 

Figure 5.2: Portable white room viewed in a normal direction through a hole in the 
back of the box. 
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Figure 5.3: White reflective box measuring for diffuse reflection coefficients consist- 
ing of a 40x40x40 cm box with white reflective sides and two compact 
fluorescent lamps located at the back corners. The front side of the box 
has been removed for illustration purposes. Luminance is measured in a 
normal direction through a hole in the back of the box with a spot pho- 
tometer. Illuminance is measured with a small illuminance probe placed 
on the surface of the display. 
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Anti-reflective (AR) coating 

AR glass plate (4 mm thick, 92% T) 

Faceplate glass (13 mm thick, 100% T) 

Black matrix (50% T) Phosphor/binder layer (92% diffuser) 

Figure 5.4: Model of the emissive structure for the CRT monitor. 

Output bins for photons with normal directions 

Figure 5.5: Binning of photon histories for simulations of diffuse reflections. 
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Figure 5.6: Standard display function curve (a) shown as log-luminance versus im- 
age value in units of just noticeable visual differences (JNDs) [3,14]. A 
unit change in the JND variable causes a luminance change equal to the 
contrast threshold at the indicated luminance level. Curves (b), (c), and 
(d) depict the effect of adding a background luminance level of 1, 4, and 
10 cd/m2. A significant reduction of contrast for small image values is 
indicated by the small slope of this curve for high background levels. 
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5.9    Tables 

Table 5.1: Reflection coefficients for high performance display devices. The color 
CRT performs better due to an AR coating and to the black matrix 
in the phosphor layer. Low diffuse reflection coefficients for AMLCDs 
demonstrate that careful optical design of flat panels can achieve good 
performance. Random errors are estimated from the standard deviation 
of 10 consecutive measurements. 

Display Rs RD (1/sr) 

Film  
Radiographic film (at OD = 2.8) 0.013 ± 0.001      0.020 ± 0.001 
Radiographic film (at OD = 1.0) 0.024 ± 0.001 
Radiographic film (at OD = 0.1)a 0.039 ± 0.001 
Radiographic film (with chest image) - 0.026 ± 0.001 

CRT  
Monochrome CRT DS2000 HBb 0.0034 ± 0.00011 0.018 ± 0.001 
Monochrome CRT Simomed HM54C 0.0055 ± 0.0001s 0.031 ± 0.001 
Monochrome CRT DR80(25)d 0.010 ± 0.001s 0.064 ± 0.001 
Color CRT Superscan Elite 751e 0.017 ± 0.001s 0.025 ± 0.001 
Monochrome CRT ML24f 0.037 ± 0.001 0.058 ± 0.001 
Monochrome CRT DR90(21)d 0.042 ± 0.001 0.032 ± 0.001 

AMLCD  
Color AMLCD Akia 145 (black state)8 0.0019 ± 0.0001' 0.024 ± 0.001 
Color AMLCD Akia 145 (gray state) 0.0021 ± 0.0001s 0.023 ± 0.001 
Color AMLCD avionics (off state)h - 0.005 ± 0.001s 

(a) Prom Eastman Kodak (Ekstascan HNC). (b) From Clinton Electronics Corp. (c) From 
Siemens AG. (d) From Data Ray Corp. (e) From Hitachi Ltd. (f) From Image Systems 
Corp. (g) AMLCD panel from Hosiden Corp. (h) From Optical Imaging Systems Inc. (i) 
Display devices with AR coating. 
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Table 5.2: Monte Carlo estimates of diffuse reflectance. 

Display design A B C Da 

Faceplate glass (13 mm, 100% T)      7 
Faceplate absorption (48% T) 
AR plate glass (4 mm, 92% T) 
AR coating 
Black matrix (50% absorption) 
RD (nit/lux) 0.109   0.029   0.032   0.018   0.016   0.008 
aCase D corresponds to the current model for monitor DS2000 from Clinton Electronics 

Corp. for which the experimentally measured RD is 0.018 nit/lux. 

V V V V V 
V V 

V 
V V 

V V 
V 

V 
V 

Table 5.3: High fidelity specular reflection coefficient Rs for display devices having 
different minimum luminance Lmjn viewed under different illumination /. 

Lmin (cd/m2) Ga I (lux) 
1000 500   100 50 10 

20 0.007 0.0005 0.001  0.005 0.01 0.05 
10 0.008 0.00028 0.00056 0.0028 0.0056 0.028 
4 0.012 0.00017 0.00033 0.0017 0.0033 0.017 
2 0.017 0.00012 0.00024 0.0012 0.0024 0.012 

a Contrast threshold is defined as Cj = AL/Ln 

Table 5.4: High fidelity diffuse reflection coefficient RD (in nit/lux) for display de- 
vices having different minimum luminance Lmin viewed under different 
illumination I. 

Lmi„ (cd/m2) 
I (lux) 

1000 500  100 50 10 
20 0.005 0.01  0.05 0.1 0.5 
10 0.0025 0.005 0.025 0.05 0.25 
4 0.001 0.002 0.01 0.02 0.1 
2 0.0005 0.001 0.005 0.01 0.05 
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CHAPTER VI 

CONCLUSIONS 

This thesis focused on the image quality degradation by optical processes in elec- 

tronic display devices. We showed that, although often overlooked, veiling glare and 

ambient light reflections can severely handicap the optical performance of devices. 

Moreover, we concluded that improvements are needed in the design of devices to 

achieve high fidelity. In medical diagnostic applications that use radiographic film 

for viewing images, such devices are needed to maintain diagnostic performance. 

Improvements in CRT monochrome monitor design were shown using simula- 

tions, particularly with respect to the use of an absorptive black matrix that reduces 

veiling glare without sacrificing brightness. The computational predictions of struc- 

tures with thin faceplates suggest that when compared to thick structures typical of 

cathode-ray tubes, flat panel devices are found to be capable of high quality due in 

part to more frequent absorption by the phosphor layer. 

We also demonstrate in this work, that although having similar ambient light 

reflection coefficients to film, the performance is much worse due to the low luminance 

of current devices. In this respect, improvements in performance can be realized if 

the brightness of current designs was increased. 

These conclusions point to 4 main future research directions that are most at- 
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tractive, and can have direct impact on the performance of electronic display devices 

in medical imaging and other high fidelity applications. 

The first direction would address the implications on diagnostic performance of 

improved display quality. To substantiate further research in this area, solid results 

will have to show that the improved display designs can improve diagnostic efficacy 

in specific areas such as chest and skeletal radiology. Knowledge about the differ- 

ential increase in observer performance for a given improvement in display optical 

quality will help the understanding of the relative importance of optical scattering 

degradation against all other parameters. 

With the surge in improved AMLCD designs that is taking place, careful attention 

needs to be directed at understanding the peculiarities of these devices, and their 

impact on diagnostic performance. Issues that have not been addressed include 

the angular dependency of the grey-scale levels, and the measurement methods and 

figures of merit that are associated with such phenomenon. Another issue that 

needs to be examined is the degradation of contrast caused by electronic cross-talk 

in AMLCDs. Large size panels, higher resolution and gray-scale, and increased 

aperture ratio have been shown to worsen vertical and horizontal cross-talk artifacts 

in AMLCDs. Novel experimental methods to measure the small spot contrast ratio 

of the type described in this thesis might be needed to appropriately characterize 

the cross-talk effect. 

Finally, the high efficiency reported for organic light-emitting devices merits the 

exploration of advanced designs that make use of the structure transparency to im- 

prove contrast through absorbing backing layers. From our discussion in Chapter IV 

and V, we can conclude that ideally, a device that controls the lateral diffusion of 

light within the emissive structures and absorbs all of the incident ambient light will 



128 

have high fidelity even when viewed in rooms with high illumination. Organic light- 

emitting display devices have demonstrate that highly transparent thin structures 

can be used to generate high brightness. The development of devices with very high 

luminance and black absorber in the back of the stack represent a logical direction of 

future research. Issues related to organic material such as stability and interface elec- 

tronic properties, along with further knowledge on the processes of light generation 

and diffusion in stacks of organic and inorganic layers need to be addressed. A high 

fidelity display device for medical diagnostic applications with excellent performance 

even when used in bright areas, will definitely impact the practice of radiology. In 

addition, flat panel devices will save space in the clinics, and can have the added 

benefit of being portable monitor units. 


